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#### Abstract

This paper describes a framework for the estimation of shape from sparse or incomplete range data. It uses a shape representation called blending, which allows for the geometric combination of shapes into a unified modelselected regions of the component shapes are cut-out and glued together. Estimation of shape using this representation is realized using a physics-based framework, and also includes a process for deciding how to adapt the structure and topology of the model to improve the fit. The blending representation helps avoid abrupt changes in model geometry during fitting by allowing the smooth evolution of the shape, which improves the robustness of the technique. We demonstrate this framework with a series of experiments showing its ability to automatically extract structured representations from range data given both structurally and topologically complex objects.


## 1 Introduction

Work on shape estimation exhibits a trade-off between conciseness and expressiveness in representation. The choice of shape representations must be made carefullyespecially given data that represents an object of complex topology, or given data that is sparse or incomplete. In this paper, a shape representation called blending is described, which allows for the combination of two shapes into a single model. The component shapes are "cut" apart, and the selected pieces are "glued" together. The gluing is realized geometrically using a method of interpolation. A shape estimation framework which uses blended shapes is used to automatically fit a surface to a given set of range data. This range data can be sparse or incomplete, and can represent an object of arbitrary topology. The fitting is made more robust by avoiding any large geometric jumps using

[^0]smooth evolution of the model. The basic model fitting is carried out using a physics-based estimation framework $[1,2]$. This framework is augmented with a geometric decision process that allows parts and holes to be added to the model.

### 1.1 Situating blending

Blending has three advantages, which we outline here. First, blending offers a concise and flexible representation of shape, which facilitates its use in recognition.
Considering the spectrum of shape estimation work, at one end are models with a small number of parameters such as generalized cylinders [3, 4, 5], geons [6], superquadrics [7, 8], hyperquadrics [9, 10], and algebraic surfaces [11]. The small parameter sets make these models useful for recognition applications, but they have a fairly limited shape coverage, and can only represent objects of fixed topology.
At the other extreme are representations with many parameters, such as free-form surfaces [12, 13, 14, 15, 16], advancing front techniques [17, 18] and particles [19]. These methods obtain a wide shape coverage at the expense of the abstraction required for recognition tasks. Some of these methods allow for the modeling of surfaces of complex topology [12, 13, 17, 15, 19, 18], but require complete and dense data of an object in order to achieve an acceptable level of robustness. These methods model topological changes using local surface information only.
In the middle are models which aim to strike a balance between extremes-blending is one of them. We introduced a simple form of blending in $[20,21]$ and its generalization in [22]. Blending enables the combination of multiple globally defined shapes into a single model. Selected parts of the models are connected together using a method of interpolation. These parts are added on either to increase the shape coverage of the model, or to add holes through the object to form complex topologies. Other middle-level models have used a combination of global and local deformations [1,23], or a set of deformations with parameters ordered by level of detail [24, 25]. However, while the global parameters in [1,23] or the coarse scale parame-
ters in $[24,25]$ capture the rough shape of an object, these methods do not deal with an object consisting of a number of distinct parts so elegantly. In addition, these methods only deal with surfaces of simple topology.

Enabling smooth shape evolution is the second advantage of blending. The evolution of a shape model describes how it changes over time. From the point of view of extraction, the passage of time constitutes the sequence of model shapes generated by the estimation process. In this case, the time is discretized into a sequence of events. Iterative fitting processes usually make small improvements to the model from one time-step to the next. This proceeds smoothly until a local minimum is reached. At this point, large changes to the model are applied, which can be representational, geometric, or topological. For example, a representation capable of producing a similar class of shapes to blending was introduced in [14]; this representation instead uses Bézier surfaces to connect the parts together. This system permits topological changes during estimation; however, the model changes are abrupt-in one step, a boolean (CSG) shape operation will add on a part, or cut a hole though the shape. While this abrupt action often leads to the desired global minimum, it can also be the source of a lack of robustness.

In most cases, the metric used to judge the quality of a particular solution is geometric in nature. These metrics also tend to be only locally effective for comparisonthe most meaningful comparison between two models is for those that differ geometrically by only a small amount. Therefore, a good goal is to minimize (or eliminate) the abrupt geometric alteration during large changes in the model. Blending achieves this goal by producing geometrically smooth transformations for both structural changes to the model (such as the addition of a part), and the alteration of the model topology. In [22], an additional part or hole appears gradually in shape evolution. Changes in representation or topology are not a problem. This is a key motivation in the design of the blending representation for use in shape estimation.

Third, blending facilitates the extraction of a structured representation of shape. A structured representation is constructed by breaking down a shape into primitive components that have meaning in terms of the geometric structure of the object. Blending can specify the composition of component shapes in this way. There is thus an overlap between shape estimation techniques which extract a structured representation, and methods for part segmentation. The main distinction is that in shape estimation there is no strict definition of what constitutes a "part", as is often the case in part segmentation work [26]. A further distinction is that most shape estimation techniques combine attached
parts using a single surface instead of leaving them as a collection of (perhaps overlapping) pieces.

There is, of course, no single correct answer to part segmentation [27]; approaches for the part segmentation of range data make the best guess from geometric information alone. As [28] has observed, part segmentation algorithms can be classified as to whether models are merged together (local-to-global) in a geometrically bottom-up fashion, or are split apart (global-to-local) in order to form the final segmentation.

Much of the existing part segmentation work uses a local-to-global approach where numerous small models are merged together into a few larger models. These methods can use surface patches [29] or shape primitives [30, 31, 32, 33]. Other local-to-global approaches use geometric analysis methods in an attempt to find the boundaries between the parts $[34,35,36]$. Some of these analysis methods are formalized in terms of differential geometry [26]. The local-to-global methods do not perform well given incomplete or sparse data, with the exception of [30, 31], which use a minimum description length (MDL) criteria for merging.

Blending is one of the few approaches that fit and segment by splitting in a global-to-local fashion, where a model is repeatedly split until a desired accuracy in the fit is achieved $[22,37,14,8]$. A combination of both approaches is used in [28], where a local-to-global surface segmentation process is used to guide a global-to-local volumetric primitive extraction process.

### 1.2 Outline

The work presented here is a more thorough and detailed treatment of the work on shape blending introduced in [22]. Additional experiments have also been performed that demonstrate the robustness and stability of the results.

After some preliminaries in Section 2, blended shapes are introduced in Section 3 followed by a description of smooth shape evolution in Section 4, and its relationship to blending. Section 5 explains how blending and evolution are applied to shape reconstruction, some examples of which are presented in Section 6.

## 2 Preliminaries

When concerned with topology of surfaces, there is some terminology that needs to be defined. To simplify this discussion, all surfaces described here are three-dimensional surfaces, such as the sphere in Figure 1(b). In particular, they are two-dimensional manifolds-this means that any
small patch of the surface looks (topologically) like a small patch of $\mathbb{R}^{2}$.

The topology of a shape is specified by the connectivity of its surface on a global level. For example, a sphere and torus have different surface topologies. There are a number of ways of quantifying the topology of a surface. One of the most common is the genus of a surface, which specifies the number of holes (or handles) that a surface contains-a sphere is genus 0 , while a torus is genus 1 . Another method of topological classification is whether a surface is orientable, which is the case only if the surface has a notion of an "inside" and "outside". A single-sided surface, such as a Klein bottle, is non-orientable.


Figure 1: Example shape mapping s: $\Omega \mapsto \mathbb{R}^{3}$

A topological space $\Omega$, as in Figure 1(a), is endowed with only connectivity information-no geometry. In this paper, topological spaces such as $\Omega$ are drawn abstractly for illustrative purposes (and are not necessarily flat disks). The geometry of the shape is specified by associating a point in $\mathbb{R}^{3}$ with each point in $\Omega$. This association is often performed by a mapping, such as with $\mathbf{s}$ in Figure 1, in which case $\Omega$ is the domain of the shape. If $\mathbf{s}$ is continuous and invertible, it is called a homeomorphism and preserves topology under mapping. So if the mapping $s$ in Figure 1 is a homeomorphism, then $\Omega$ must be topologically equivalent to a sphere.

The surface parameterization of a shape can have a coordinate system imposed over its domain for the purpose of identifying points and directions on the surface. Sometimes, these parameterizations can have singularities. For example, a latitude-longitude parameterization of a sphere has singularities at each pole-points where longitude doesn't matter. A latitude-longitude parameterization of a torus is singularity-free. A surface can have a global parameterization, meaning that there is a single coordinate system for the entire domain, or it can have a local parameterization, meaning that the domain is broken down into a set of (possibly disjoint) regions which cover the entire domain, each of which has a parameterization defined.

## 3 Blended shapes

In the following section, blending will be described using the physical analogies of "cutting" surfaces apart and "gluing" them together. This surface "surgery" can be used to construct shapes of a particular topology as well as widen the representational coverage of a shape model. In later sections, it will be explained how blending is used as an integral part of the smooth evolution of a model, and how a surface reconstruction process can perform this surface surgery automatically in order to extract a surface from data.

In reading this section, it will help to remember that the key feature of the representation is to permit smooth shape evolution. There will be points where the fitting algorithm decides on changes in representation (see Section 5.4). The model must have parameters that minimize the immediate geometric effects of these changes in representation. The blending representation therefore includes a parameter that seems redundant considering only shape coverage, but is important for describing the continuous change between shapes (this is the parameter $h$ described in Section 3.4).


Figure 2: Underlying shapes $\mathbf{s}_{1}: \bar{\Omega}_{1} \mapsto \mathbb{R}^{3} ; \mathbf{s}_{2}: \bar{\Omega}_{2} \mapsto \mathbb{R}^{3}$
Blending starts with two underlying shapes $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$, shown in Figure 2. The shapes $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ are mappings into $\mathbb{R}^{3}$ that are defined over domains $\bar{\Omega}_{1}$ and $\bar{\Omega}_{2}$, respectively. Examples of such shapes include spheres, superquadric ellipsoids, or B-spline surfaces.

Combining $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ to form a blended shape involves the specification of the retained parts of these shapes (cutting), as well as how overlapping parts are connected together (gluing). The retained parts of these shapes are defined by subsets of the shape domains $\Omega_{1} \subset \bar{\Omega}_{1}$ and $\Omega_{2} \subset \bar{\Omega}_{2}$, and are shown in gray on the left of Figure 2. The gray portions on the right of Figure 2 are called the blending components of $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$. One restriction on the blending components $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ is that they must be homeomorphisms when the domains of $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ are restricted to
$\Omega_{1}$ and $\Omega_{2}$ respectively. This will be useful in Section 3.2 when surface parameterizations are constructed.


Figure 3: Blended shape s: $\Omega^{*} \mapsto \mathbb{R}^{3}$
Figure 3 shows the blended shape $\mathbf{s}$ which is formed using the blending components of $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ showing how certain parts of $\mathbf{s}$ resemble each of its components. The continuous join between the components is formed using interpolation, details of which are provided in Section 3.4. The blended shape $\mathbf{s}$ is defined over a domain $\Omega^{*}$, which is the result of topologically merging $\Omega_{1}$ and $\Omega_{2}$.

The addition of a hole works by removing two disks from the shape, and gluing a hole (a tube) in its place, as in Figure 4. Holes can be added between any two locations on a shape, with the only restriction being the two discarded regions (such as those in $\Omega_{1}$ in Figure 4) must be disjoint. Adding a hole to a model in a non-abrupt way requires more care, and will be discussed in Section 4.2.


Figure 4: Adding a hole
The next few sections give the details on the cutting and gluing necessary to perform blending.

### 3.1 Surface surgery

Continuing with the example given above, Figure 5 provides a more detailed look at the cutting and gluing. The curves along which the shapes are cut, $\kappa_{1} \subset \Omega_{1}$ and $\kappa_{2} \subset$ $\Omega_{2}$, are shown as dark lines in Figure 5. The faded regions of the shapes in Figure 5 indicate the portion that is discarded by the cutting.

The neighborhoods around these curves $\omega_{1} \subset \Omega_{1}$ and $\omega_{2} \subset \Omega_{2}$, which are the light gray domain regions in Figure 5 , are used to glue the pieces together. Once glued, these strips will overlap both topologically (in the domain)
and geometrically. The formulation of the domain overlap is described in Section 3.2, and the geometric overlap (interpolation) is described in Section 3.4.


Figure 5: Component shapes $\mathbf{s}_{1}: \Omega_{1} \mapsto \mathbb{R}^{3} ; \mathbf{s}_{2}: \Omega_{2} \mapsto \mathbb{R}^{3}$

The process of gluing requires a correspondence between $\omega_{1}$ and $\omega_{2}$, which is specified using the homeomor$\operatorname{phism} \beta: \omega_{1} \mapsto \omega_{2}$. Figure 6 illustrates the correspondence mapping $\beta$, which is used to place $\kappa_{1}$ and $\kappa_{2}$ into correspondence, and match up the discarded boundary of $\omega_{1}$ with the retained boundary of $\omega_{2}$ (and vice versa). Implementation details for the correspondence mapping $\beta$ are given in Appendix A.1.


Figure 6: Annulus-shaped regions with correspondence $\beta$

For simple cutting and gluing, $\omega_{1}$ and $\omega_{2}$ are annulusshaped (ring-shaped) regions, such as in Figures 5 and 6. In some cases, a correspondence is also established between all of $\Omega_{2}$, and the discarded portion of $\bar{\Omega}_{1}$, as in Figure 7 (so that $\Omega_{2}=\omega_{2}$ ). This will allow the contribution of the discarded portion of $\Omega_{1}$ to the overall shape to be smoothly blended away (more on this in Section 4).


Figure 7: Disk-shaped regions with correspondence $\beta$

### 3.2 Domain gluing

The mapping $\beta$ is used to glue the component domains together over $\omega_{1}$ and $\omega_{2}$. Using the union of the domains $\Omega_{1} \bigcup \Omega_{2}$ as the domain of $\mathbf{s}$ produces doubly covered points by $\omega_{1}$ and $\omega_{2}$.

The component domains are properly glued together by applying a notion from topology known as a quotient space [38]. A quotient space is produced when points in a topological space are identified (glued) using an equivalence relation. As an example, consider a topological space which is a line segment; an equivalence relation where only the two endpoints of the segment are equal produces a quotient space which is topologically a closed loop.

An appropriate equivalence relation that glues the domains $\omega_{1}$ and $\omega_{2}$ together is the one induced by $\beta$ :

$$
\begin{equation*}
\mathbf{u}_{1} \sim \mathbf{u}_{2} \Longleftrightarrow \beta\left(\mathbf{u}_{1}\right)=\mathbf{u}_{2} \text { and } \mathbf{u}_{1} \in \omega_{1}, \mathbf{u}_{2} \in \omega_{2} \tag{1}
\end{equation*}
$$

The domain for the blended shape is written as:

$$
\begin{equation*}
\Omega^{*}=\left(\Omega_{1} \bigcup \Omega_{2}\right) / \sim \tag{2}
\end{equation*}
$$

where the merged component domains are divided (/) by the relation $\sim$, defined by (1).

This method of gluing can be used for the construction of a parameterization over the entire blended shape. It is not a global parameterization, however, but instead consists of two overlapping parameterizations. The region of overlap between the component domains, along with some bookkeeping operations, is as flexible as a global parameterization for the entire surface (at least for the applications here). In [22], a version of blending is presented which instead establishes a global parameterization (which perhaps includes some singularities). In a similar spirit, Grimm and Hughes [39] have described a method for modeling surfaces by gluing together overlapping B-spline patches.

This gluing avoids problems associated with global surface parameterizations. A two-dimensional coordinate system which is placed over a surface of arbitrary genus contains a number of singularities, the number of which is related to the genus of the surface. This is known colloquially as the "hairy ball" theorem [40], which states that a combed hairy ball must have a bald spot, and is a consequence of the Poincaré-Hopf theorem [38].

These singularities would make the specification of surface curves such as $\kappa$ particularly difficult (from an implementation point of view). Only a disk, open tube, or torus can be parameterized without singularity. Hence, each blending component must be constructed from one of these for it to have a singularity-free two-dimensional parameterization.

### 3.3 Mesh representation

The surfaces described here are realized using a polygon mesh. The domains of each blended component shape are triangulated separately. The cutting and gluing operations described here present the problem of forming a unified mesh for the entire blended shape. For the shape estimation applications here, however, a single component polygon mesh for the entire shape is not necessary.

The component meshes are constructed by simply omitting the polygonal faces of the original mesh that are completely contained within the discarded portion of the domain. This produces a shape made up of spatially overlapping polygon meshes. Should a single mesh be required, mesh clipping and merging methods can be employed [41].

### 3.4 Surface interpolation

At this point, the geometry of the gluing process is all that is needed to define $\mathbf{s}: \Omega^{*} \mapsto \mathbb{R}^{3}$. When forming a blended shape, the retained portions of the surface outside of the blending region, $\Omega_{1} \backslash \omega_{1}$ and $\Omega_{2} \backslash \omega_{2}$, are not altered. In Figure 3, these regions correspond to the shape areas below and above the dotted lines. The connection between these two pieces is created using linear interpolation, which uses a blending function $\alpha: \omega_{1} \mapsto[0,1]$ to form the join by weighting each component shape appropriately. This join is the region in between the dotted lines on the surface in Figure 3. The formulation for a blended shape is as follows:

$$
\mathbf{s}(\mathbf{u})= \begin{cases}\mathbf{s}_{1}(\mathbf{u}) & \mathbf{u} \in \Omega_{1} \backslash \omega_{1}  \tag{3}\\ \mathbf{s}_{2}(\mathbf{u}) & \mathbf{u} \in \Omega_{2} \backslash \omega_{2} \\ \mathbf{s}_{1}(\mathbf{u}) \alpha(\mathbf{u}) & \mathbf{u} \in \omega_{1} \\ +\mathbf{s}_{2}(\beta(\mathbf{u}))(1-\alpha(\mathbf{u})) & \end{cases}
$$

Defining $\mathbf{s}$ or $\alpha$ for points $\mathbf{u} \in \omega_{2}$ is possible, but it is unnecessary and redundant, due to the quotienting of $\Omega^{*}$ in (2).

The blending function $\alpha$ has the value 1 where the surface is retained, and 0 where the surface is discarded. For an annulus-shaped region, such as in Figure 6, the blending function $\alpha$ ranges from 0 to 1 from where the surface is discarded to where it is retained, as in Figure 8(a).

For disk-shaped blending regions, $\alpha$ incorporates a parameter determining the degree to which the second component shape is expressed. (This parameter allows smooth evolution of shape). $\alpha$ is therefore defined in terms of a base blending function $\alpha_{0}$ and a parameter $h \in[0,1]$ :

$$
\begin{equation*}
\alpha(\mathbf{u})=\alpha_{0}(\mathbf{u})(1-h)+h \quad \mathbf{u} \in \omega_{1} \tag{4}
\end{equation*}
$$

The parameter $h$ maps the blending function range from $[0,1]$ to $[h, 1]$ so that when $h=0, \alpha(\mathbf{u})=\alpha_{0}(\mathbf{u})$, and when
$h=1, \alpha(\mathbf{u})=1$. In a disk-shaped blending region, such as in Figure $7, \alpha_{0}$ has the value 1 throughout the interior of the disk, as in Figure 8(b).


Figure 8: Blending function $\alpha_{0}$ values for different region types

A value of $h$ is specified for each blending region, but for annular blending regions, such as that in Figure 8(a), $h$ is always 0 and $\alpha=\alpha_{0}$.

### 3.5 Spatial alignment of components

The relative position and orientation of $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ has a significant effect on the geometry of the join between them. Figure 9 shows the effect on the blended result of rigidly translating and rotating $\mathbf{s}_{2}$ using the example from Figures 2 and 3, which can be accomplished if $\mathbf{s}_{2}$ has parameters for rigid translation and rotation. Figure 9(a) shows the original blended shape, the shape in (b) has $\mathbf{s}_{2}$ translated vertically upward, and the blended shape in (c) has both a translation and a rotation applied.


Figure 9: Various spatial alignments of $\mathbf{s}_{2}$

Large discrepancies in the translation or rotation should be avoided, since they are likely to produce bad joins (such as an interpenetration). However, in most cases, the loops generated by $\mathbf{s}_{1}\left(\kappa_{1}\right)$ and $\mathbf{s}_{2}\left(\kappa_{2}\right)$ have roughly the same orientation, and are not spatially separated by a large amount. Moreover, it is not difficult to maintain a good join during estimation by putting loose constraints on the rigid motion parameters (which are initially the identity, and produce no discrepancy).

### 3.6 Hierarchy of blending

Using a blended shape as one of the underlying shapes of another blend produces a hierarchy of blending. If viewed as a directed acyclic graph (dag), its leaves are primitive shapes while the internal nodes of the graph are blended shapes. Note that the dag is not necessarily a tree, based on how holes are added. This dag also provides higherlevel topological information about a blended shape, such as part-adjacency information. Such an abstract representation has potential uses in model comparison and object recognition. Section 6 contains experiments demonstrating the stability in the extraction of such a hierarchy.

Using a hierarchy, it is possible to construct any orientable surface. We know from the classification theorem for compact surfaces [42] that the operation of gluing is very powerful, since any orientable surface can be obtained by gluing together flat disks.

From a shape coverage standpoint, hierarchical blending and CSG produce the same class of shapes. The number of parameters required for a blended shape exceeds that of a CSG model, however, since blending requires the explicit specification of blending region boundaries, while CSG uses object interpenetration. However, it is this explicit specification of where to cut and glue that makes blending useful for shape estimation, which will become clear in the next few sections. The next section describes how such a hierarchy might be formed by repeated application of blending through the process of evolution. After this, Section 5 describes how blending and evolution are used together for shape estimation.

## 4 Shape evolution

Blending can be used to cut two surfaces apart, and glue selected parts together. Performing these operations on a shape model can be very abrupt-both geometrically and topologically. Shape evolution is concerned with how a shape model changes over time (over the course of fitting). These changes to a shape model include geometric changes (such as a deformation) and representational changes (such as blending the current shape with a second shape). Our goal is to have the changes that occur over time to be geometrically continuous, to achieve greater stability in fitting. Given that topology is a discrete concept, however, it is not possible to produce continuous changes in topology. The next sections describe how parts and holes can be added to the model using evolution.

### 4.1 Part evolution

As an example, consider the earlier blending example in Figures 2 and 3 . Suppose the shape model is initially the sphere (at the top of Figure 2), and the cylindrical part is being added. Instead of abruptly cutting out part of the sphere and gluing-in part of the cylinder, the structure of the shape is evolved, and produces a transformation such as that in Figure 10. The blending described in Section 3 can be used to produce such a transformation. There are two operations that can be applied to produce the model transformation in Figure 10 that are useful for smooth model evolution-splitting and gradual blending. Splitting is a method for adding parts and detail to a model, while gradual blending is used to add a hole or to combine different primitives.


Figure 10: Part evolution example
Given an initial model with shape $\mathbf{s}_{1}$; splitting a model involves creating another shape $\mathbf{s}_{2}=\mathbf{s}_{1}$, and replacing the model with a blended shape $\mathbf{s}$ formed from $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$. The blending regions of $\mathbf{s}$ replace the removed portion of $\mathbf{s}_{1}$ with its corresponding region of $\mathbf{s}_{2}$. Hence, the new model is identical in shape to the initial model, and no geometric discontinuity has occurred during this model transformation. If $\mathbf{s}_{1}$ is a sphere, the result of a splitting operation could be the shape in Figure 10(a). At this point, the remainder of the transformation in Figure 10(b) and (c) is produced by deforming $\mathbf{s}_{2}$ into a cylinder.

When the component shapes are not equal, the shapes are gradually blended together. Given an initial model with shape $\mathbf{s}_{1}$ (a sphere), and another shape $\mathbf{s}_{2}$ (a cylinder); gradually blending-in $\mathbf{s}_{2}$ involves the specification of a correspondence between the retained portion of $\mathbf{s}_{2}$, and the discarded portion of $\mathbf{s}_{1}$. This is specified using a correspondence map $\beta$ and a disk-shaped blending region such as in Figure 7. Changing the value of the blending parameter $h$ from (4) will alter the contribution that $\mathbf{s}_{2}$ has in the blended result $\mathbf{s}$. Initially, in Figure $10(\mathrm{a}), h=1$ so that $\alpha_{0}=1$ and $\mathbf{s}=\mathbf{s}_{1} ; \mathbf{s}_{2}$ has no contribution to the blended result. The contribution of $\mathbf{s}_{2}$ in the resulting blended shape increases as $h$ decreases from 1 to 0 ; Figure 10(b) shows the result for $h=\frac{1}{2}$. When $h=0$, the resulting blended shape has $\mathbf{s}_{2}$ fully contributed, as in Figure 10(c). It is now possible to replace the disk-shaped blending region with
an annular region, as in Figure 8(a). Afterwards, however, the value of $h$ will be restricted to 0 .

This seemingly complex process can be automated in a straightforward manner. Section 5.4 describes how the decision to split the model is made. Once the model is split, $h$ (which is one of the shape parameters being estimated) is set to 1 . Over the course of fitting, $h$ decreases to 0 (provided the splitting decision was reasonable), and is then held constant. No part of this gradual blending sequence caused a discontinuous jump in the geometry of the shape, which satisfies our goal of smooth evolution.

### 4.2 Hole evolution

If the evolution involves a topological change to the model, such as the addition of a hole in Figure 11, additional topological surgery must be performed to ensure a smooth transformation. When adding a hole, the key idea is to ensure the shape deforms through an intermediate shape which permits a topological change that does not require a geometric change as well. The idea of using intermediate shapes for smooth evolution of shape has also been used for surface metamorphosis [43].


Figure 11: Hole evolution example
The shape in Figure 11(b) is an intermediate shape between a sphere and torus, sometimes called a "pinched sphere" [44]. From a geometric standpoint, one cannot determine if the shape is a torus with a closed hole or a deformed sphere with two points pushed inward until they met. Figure 12 shows how a pinched sphere is constructed by blending a sphere with two disks removed, with the shape on the right. Topologically, the shape on the right could be two disks or a tube.


Figure 12: Pinched sphere construction
Adding a hole requires cutting out two pieces of $\mathbf{s}_{1}$, as in Figure 4. Gluing-in two disks produces a sphere, while
gluing-in a hole, as in Figure 4, produces a torus. By choosing $\mathbf{s}_{2}$ carefully, a geometrically smooth transition from disks to a hole can be produced.


Figure 13: Domains for a "closed" hole
The topological surgery required for this transformation is accomplished by having two domains used to represent $\Omega_{2}$-one for producing a hole, and one for producing disks. The connection between the two is the intermediate shape, which is when the same geometry is produced by either domain. Figure 13 shows a domain $\Omega_{2}$ used to produce a hole, and a domain $\Omega_{2}^{\prime}$ used to produce two disks. The shape in Figure 13 is the retained portion of $\mathbf{s}_{2}$ used to produce the intermediate shape in Figure 4. Details on the construction of $\Omega_{2}$ and $\Omega_{2}^{\prime}$ are given in Appendix B.2. The domain $\Omega_{2}^{\prime}$ is produced by cutting $\Omega_{2}$ along the dotted line (into two pieces), and collapsing each dotted path into the center point of a disk. When mapped by $\mathbf{s}_{2}$, both the dotted path in $\Omega_{2}$ and the disk center points in $\Omega_{2}^{\prime}$ map to the pinch-point of the retained portion of $\mathbf{s}_{2}$ (shown as a small dot on the shape). The hole-adding transformation also requires that the shape $\mathbf{s}_{2}$ is parameterized in a way that allows the hole to open, as in Figure 14.


Figure 14: Hole-opening deformation
Using this, a smooth transformation from a sphere to a torus can be produced in three steps. First, two parts of a sphere are removed, such as on the left of Figure 12. This shape is gradually blended with a pinched sphere, shown on the right side of Figure 12, using the two-disk domain $\Omega_{2}^{\prime}$. Second, once the pinched sphere is fully expressed, the tube domain of $\Omega_{2}$ is used in place of $\Omega_{2}^{\prime}$ (this causes a topological change, but no geometric change). Finally, the torus hole is opened using a deformation such as that in Figure 14.

As with part evolution, this process is also easily automated. Determining the location on the shape, and the time during fitting to apply hole evolution is the subject of Section 5.4. Once the location of the hole blends are determined, the parameter $h$ is used the same way as for part
evolution, in order to allow the hole to gradually become expressed. Once $h$ reaches 0 (as before), the hole-size parameters are allowed to vary, which permits the hole to open.

Koenderink [44] provides numerous examples of "morphological scripts" which qualitatively classify shapes based on their formation by evolution. A blending hierarchy (described in Section 3.6) that is formed by evolution provides the same type of information. The process of reconstruction is the subject of the next section, and describes how evolution is realized in this framework.

## 5 Shape reconstruction

The previous section describes how shape evolution is used in concert with a blended shape representation to smoothly alter the geometry of a shape over time. The driving force for this evolution is a shape reconstruction process.

The shape reconstruction is realized using the physicsbased framework of Metaxas and Terzopoulos [1]. This framework is augmented with a decision process that automatically determines if a shape model should be split, as well as if a hole could be added.

Starting from a sphere, the model representation and geometry evolves until a shape that sufficiently represents the data is reached. The lack of any geometric discontinuity over the course of fitting makes the fitting process more robust, since any decision that is made to alter the model representation does not need to consider the effects of a geometric change on the model.

### 5.1 Deformable model dynamics

Deformable models are parameterized shapes that deform based on a physical model due to forces. For vision applications, deformable models can be used in a physics-based estimation framework [1]. Forces are determined from visual cues such as edges in an image or from geometric information such as range data points. Physics provides additional mathematical tools and is a useful analogy for applications such as shape estimation.

The following gives a brief overview of the dynamic estimation framework from [1]. A shape model $\mathbf{x}$ in this framework is given by:

$$
\begin{equation*}
\mathbf{x}(\mathbf{u})=\mathbf{c}+\mathbf{R} \mathbf{s}(\mathbf{u}) \tag{5}
\end{equation*}
$$

where $\mathbf{c}$ and $\mathbf{R}$ are the global translation and rotation of the model, and $\mathbf{s}(\mathbf{u})$ is a blended shape where $\mathbf{u}$ is taken from the domain $\Omega$. For the applications here, superquadric primitives [45] are used as the component shapes of the blended shape due to their good shape coverage properties
(although other parameterized primitives could have been used).

The deformable shape model is parameterized by a vector of values $\mathbf{q}=\left(\mathbf{q}_{\mathbf{c}}^{\top}, \mathbf{q}_{\theta}^{\top}, \mathbf{q}_{\mathbf{s}}^{\top}\right)^{\top}$, where $\mathbf{q}_{\mathbf{c}}=\mathbf{c}$ is the translation, and $\mathbf{q}_{\theta}$ is the quaternion that specifies the rotation matrix R. $\mathbf{q}_{s}$ contains the parameters for the blended shape $\mathbf{s}$, and is described in Section 5.2.

Estimation of the parameters of the model is based on first order Lagrangian dynamics. As the shape changes, velocities of points on the model are given by:

$$
\begin{equation*}
\dot{\mathbf{x}}(\mathbf{u})=\mathbf{L}(\mathbf{u}) \dot{\mathbf{q}} \tag{6}
\end{equation*}
$$

where $\mathbf{L}=\partial \mathbf{x} / \partial \mathbf{q}$ is the model Jacobian [1]. The matrix $\mathbf{L}$ converts the parameter velocities into three-dimensional model velocities.

As is often the case in a deformable model framework in a vision application, a simplified version of the Lagrangian dynamic equations of motion of the model [1] are used. In this case, the resulting equations of motion are:

$$
\begin{equation*}
\dot{\mathbf{q}}=\mathbf{f}_{\mathbf{q}} \tag{7}
\end{equation*}
$$

where $\mathbf{f}_{\mathbf{q}}$ are the parameter forces, which are determined from the three-dimensional forces $\mathbf{f}$ that are determined from the data:

$$
\begin{equation*}
\mathbf{f}_{\mathbf{q}}=\int_{\Omega} \mathbf{L}(\mathbf{u})^{\top} \mathbf{f}(\mathbf{u}) d \mathbf{u} \tag{8}
\end{equation*}
$$

In this case, the matrix $\mathbf{L}$ converts the three-dimensional data forces $\mathbf{f}$ into forces which directly affect the parameters of the model. For estimation applications using range data, the data forces are determined by applying a force from each data point to the current closest point on the model [1].

The estimation process involves numerically integrating the dynamic equations of motion (7) over time. Upon each iteration, the data forces deform the model. After many iterations, the model comes to rest (the forces either vanish or equilibrate) in a state that closely approximates the data. This solution is the best fitting solution (locally in the parameter space). The quality of the particular solution is affected by the model initialization (described in Section 5.3), and the scheduling order of parameters during the estimation $[20,5]$.

The solution also can be affected on a more global level, such as in cases where the data is incomplete (when a class of shapes fit the data equally well, but vary where the data is missing). Methods here include biasing the model to have a more symmetric shape [46], as well as adding terms that minimize the volume of the resulting model $[20,8]$.

### 5.2 Blended deformable models

Blended shapes are easily incorporated into this framework. The incorporation of evolution involves adding a decision process, and is described in Section 5.4.

The parameters for the blended shape $\mathbf{s}$ are given by:

$$
\begin{equation*}
\mathbf{q}_{\mathbf{s}}=\left(\mathbf{q}_{\mathbf{s}_{1}}^{\top}, \mathbf{q}_{\mathbf{s}_{2}}^{\top}, \mathbf{q}_{\mathrm{b}}^{\top}\right)^{\top} \tag{9}
\end{equation*}
$$

where $\mathbf{q}_{\mathbf{s}_{1}}$ and $\mathbf{q}_{\mathbf{s}_{2}}$ are the parameters of the component shapes $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$, and $\mathbf{q}_{\mathrm{b}}$ are the parameters necessary to specify how these component shapes are blended together (details are given in Appendix A.3).

The computation of the model Jacobian $\mathbf{L}$ from (3) requires the Jacobian for a blended shape (a block matrix):

$$
\begin{equation*}
\mathbf{L}_{\mathbf{s}}(\mathbf{u})=\left[\alpha(\mathbf{u}) \mathbf{L}_{\mathbf{s}_{1}}(\mathbf{u})\left|(1-\alpha(\mathbf{u})) \mathbf{L}_{\mathbf{s}_{2}}(\mathbf{u})\right| \mathbf{L}_{\mathbf{b}}(\mathbf{u})\right] \tag{10}
\end{equation*}
$$

where $\mathbf{L}_{\mathbf{s}_{1}}$ and $\mathbf{L}_{\mathbf{s}_{2}}$ are the Jacobians of the component shapes $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$, and $\mathbf{L}_{\mathrm{b}}$ is the Jacobian of the parameters used to specify the blending operation:

$$
\begin{equation*}
\mathbf{L}_{\mathrm{b}}(\mathbf{u})=\frac{\partial \alpha(\mathbf{u})}{\partial \mathbf{q}_{\mathrm{b}}}\left(\mathbf{s}_{1}(\mathbf{u})-\mathbf{s}_{2}(\mathbf{u})\right) \tag{11}
\end{equation*}
$$

The computation of $\partial \alpha(\mathbf{u}) / \partial \mathbf{q}_{\mathrm{b}}$ depends on the implementation of the blending function $\alpha$, and is given in Appendix A. 4.

### 5.3 Initialization

The model is initialized to the best-fit ellipsoid of the data. This places the model with $\mathbf{q}_{\mathbf{c}}$ at the centroid of the data, and with both $\mathbf{q}_{\theta}$ and the axis-length parameters determined using a linear regression technique such as the matrix of central moments [8].

The initial blended model is topologically a sphere. Given the restriction of having a singularity-free surface parameterization from Section 3.2, a sphere can be produced by gluing together two disks. This is accomplished using blending, where the component shapes are the "top" and "bottom" halves of an ellipsoid. The model in Figure 10(a) illustrates a model formed using this construction (an actual example is shown in Figure 30(b)).

The model should still be treated as a single primitive, however. The component shapes are unified abstractly, with $\mathbf{q}_{\mathbf{s}_{1}}=\mathbf{q}_{\mathbf{s}_{2}}$, and the blending parameters $\mathbf{q}_{\mathrm{b}}$ used to connect the two halves are treated as constants for the model, since this blend is only used to connect the two halves together. This construction produces a shape that is functionally the same as a single ellipsoid (i.e.-it has the same set of parameters), but has a singularity-free surface parameterization. Details on the construction of the surface parameterizations of each half of the ellipsoid are given in Appendix B.

### 5.4 Model splitting

Evolution involves discrete changes to the representation of the model. The estimation framework of Metaxas and Terzopoulos [1] does not change the model representation, but rather updates the parameters of the current model until a steady state solution is reached-when all forces equilibrate or vanish. In our new framework, locations where to split the model (for part evolution) are determined through analysis of the force distribution once the model reaches this steady state. In addition, the surface is constantly tested for self-proximity, so that any potential selfintersection can become a site for hole evolution. Over the course of estimation, the model shape deforms smoothly as it evolves and fits to the data; this process produces a hierarchical blended shape.

Part evolution is used to split the model to obtain a better fit, once the model reaches a steady state. The location of the blending region on the current model is all that is needed to specify the model split. After this, the model splits into two identical shapes, one on each side of the blending region boundary. The blending region description does not need to be exact, initially, since the blending region boundary will improve as a result of the estimation. What is needed here, is a method to initialize the blending region location to an approximate location of a "part" of the data that is not well represented by the shape model.

Liao and Medioni [47] describe a method which involves fitting a separate model to the "residual data points" (those not being accurately fit by the current model) and isolated parts of the surface (where there are no data points nearby). This decision technique appears to require complete and fairly dense range data. The separate model is then added to or subtracted from the model using CSG techniques.

Our approach involves analysis of the forces in regions of the shape where the forces have equilibrated (but not vanished). Figure 15(a) shows a model (an ellipsoid) fitting to a set of data points, showing the correspondences between the data points and particular locations on the surface. Figure 15(b) shows the net forces that result from the force assignments in (a). Notice how some of the forces pull outward on the model and some pull inward (marked + and - respectively). As in this particular example, the outward and inward pulling forces tend to cluster together in regions on the surface (marked as a grey or black surface region in Figure 15(b)).

A good initial guess for a blending region is along one of the boundaries separating the outward and inward forces. By splitting the model along such a boundary using the part splitting described in Section 4.1, one blended component is pulled outward and the other inward, resulting in


Figure 15: Model forces during equilibration
a blended model that can better represent the data. The following is a description of how the splitting boundaries are determined, once the forces have reached a steady state.

The boundaries are found using a process analogous to region-growing in images. Instead of images, however, the boundary growing process is performed in the shape domain $\Omega$. The connectivity information (instead of pixel adjacency) is provided by the topology of $\Omega$ and the connectivity of the polygon mesh used to represent the shape.


Figure 16: Force regions in the model domain
The shape domain $\Omega$ is split into regions based on the direction of the applied forces. At a particular domain point $\mathbf{u} \in \Omega$, the applied force $\mathbf{f}(\mathbf{u})$ is dotted with the corresponding surface normal $\hat{\mathbf{n}}(\mathbf{u})$, as in:

$$
\begin{equation*}
F(\mathbf{u})=\mathbf{f}(\mathbf{u}) \cdot \hat{\mathbf{n}}(\mathbf{u}) \tag{12}
\end{equation*}
$$

The growing is performed using the values $F(\mathbf{u})$ for all $\mathbf{u} \in \Omega$, based on the following classification:

- $F(\mathbf{u})>\varepsilon_{F}$ (positive; outward pulling forces)
- $F(\mathbf{u})<-\varepsilon_{F}$ (negative; inward pulling forces)
- $|F(\mathbf{u})| \leq \varepsilon_{F}$ (near zero; equilibrated forces)
- No forces applied (or assigned) to u where $\varepsilon_{F}$ is a tolerance value related to the amount of noise present in the data. An example domain which has been segmented into regions based on the above categorization is shown in Figure 16(a). The maximum extent of the regions is then computed (if some of the shape is unaffected by forces) by expanding the boundaries of the positive, negative and zero regions, as in Figure 16(b). Finally, the zero regions are excluded by expanding the positive and negative regions, as in Figure 16(c). The resulting regions form a partition of $\Omega$ and are each denoted $\Omega^{i}$.

Pushing the boundaries of the positive and negative regions allows the merging of nearby regions of the same class, as well as the growing of the current regions into unaffected regions of the shape, which tends to maximize the extent of a component part (a reasonable approach given the presence of incomplete data).

Given the example in Figure 16(c), it is reasonable to split the model along the positive/negative boundary, using it as the boundary for a blending region. The problem now has been reduced to deciding along which particular boundary curve to split the shape, since there can be any number of regions, and regions can consist of any number of boundary curves.

Each region is labeled with the amount of total inward or outward force that is applied to the region, as in:

$$
\begin{equation*}
f_{i}=\int_{\Omega^{i}} F(\mathbf{u}) d \mathbf{u} \tag{13}
\end{equation*}
$$

The quantity $f_{i}$ for region $\Omega^{i}$ is positive for regions pulled outward, and negative for regions pulled inward. If the applied forces are viewed as a continuous 3D vector field, then $f_{i}$ is equal to the flux through the surface patch corresponding to $\Omega^{i}$. Each boundary curve separates two regions $\Omega^{i}$ and $\Omega^{j}$. The particular boundary curve used for splitting is the one that has the greatest difference-the maximum value of $\left|f_{i}-f_{j}\right|$.

The addition of a hole to the model requires gradual blending, and cannot be accomplished using the part splitting mentioned above. The gradual blend of a hole involves the inspection of the model after each fitting iteration, in order to determine if any non-adjacent (topologically) locations of the model are within a distance of $d_{\text {sep }}$ from each other. In other words, if the surface is about to self-intersect. When these locations are also being pulled toward each other, as in Figure 17(a), the neighborhoods of the closest points are replaced with a hole blend, as in Figure 17(b).


Figure 17: Fitting for hole evolution
Proceeding with fitting at this point may result in the "pinched sphere" shown in Figure 17(c), and is caused by a change in the parameter $h$. If this is the case, the topology of the shape is changed using the method described in Section 4.2, and the added hole can be opened. Holes which have depth exceeding $d_{\text {sep }}$ are added in stages. First, one or two part splitting operations are performed, allowing indentations to be formed. Then, the hole blend is added only
after the distance between the indentations drops below $d_{\text {sep }}$. Often, these indentations are later removed from the model since they are no longer being expressed in the final fitted shape (the blending region of the hole increases in size to include the blending region of the indentation part). This method of adding holes requires that there is sufficient data taken from the inside of the hole to "pull" the surface through. The experiments presented in the next section make use of the decision procedures described here, and provide examples of both part splitting and the addition of holes to the model.

## 6 Experiments and discussion

A number of experiments have been performed using our fully automatic technique for shape estimation from range data. For each experiment, the original set of range data is displayed (sometimes from multiple views to indicate the extent to which the data is incomplete). For some experiments, the range data is taken from the MSU PRIP database [48] or scanned using an available scanner. Other experiments use data generated by a CAD utility which simulates the scanning process on a polygon mesh. Besides showing the model over the course of estimation, the final blending hierarchy is displayed in tree form. Each leaf in the tree corresponds to a particular part that is extracted from the data; the names given to these parts were generated manually, however. During estimation, newly added blending components are first displayed with a white boundary (for clarity).

The first four examples are simple fitting experiments, with the results tabulated in Figure 18. Included in this table are the number of parameters in the final extracted model (the dimension of $\mathbf{q}$ ), the number of iterations taken, and error measures of the fit. On average, the iterations took just under one second on a 200 MHz SGI Indigo 2, resulting in fitting times on the order of at most a few minutes. The relative RMS error is computed relative to the size of the best fit ellipsoid (the initial fit) of the $N$ data points. The distance is measured between a particular data point $\mathbf{p}_{i}$, and its corresponding point on the surface $\mathbf{s}\left(\mathbf{u}_{\mathbf{p}_{i}}\right)$. This measurement is taken relative to the three vectors $d_{1}$, $d_{2}$ and $d_{3}$ in each principal direction of the best fit ellipsoid ( $d_{1}$ having the magnitude of the largest diameter, $d_{3}$ the smallest). For a particular principal direction $j$ :

$$
\begin{equation*}
\operatorname{RMS}_{j}=\frac{1}{N\left\|d_{j}\right\|} \sqrt{\sum_{i=1}^{N}\left(d_{j} \cdot\left(\mathbf{p}_{i}-\mathbf{s}\left(\mathbf{u}_{\mathbf{p}_{i}}\right)\right)^{2}\right.} \quad j=1,2,3 \tag{14}
\end{equation*}
$$

These experiments are followed by a series of experiments that demonstrate how the extracted models vary
given different range scanner viewpoints, and given small changes in the scanned shape.

| Data | Param | Iter | $\operatorname{RMS}_{j}(j=1,2,3)$ |
| :--- | :---: | :---: | :---: |
| box/cylinder | 30 | 75 | $0.9 \%, 1.3 \%, 1.8 \%$ |
| mug | 69 | 171 | $1.2 \%, 1.4 \%, 2.0 \%$ |
| mannequin | 180 | 476 | $1.5 \%, 2.2 \%, 3.9 \%$ |
| two-holed box | 84 | 291 | $1.0 \%, 1.4 \%, 2.1 \%$ |

Figure 18: Experiment data and statistics

The first experiment, shown in Figure 19, shows the fitting of a block and cylinder-a simple part splitting example. The range data, shown from two viewpoints in (a), is from the MSU database. The initial ellipsoid fit is shown in Figure 19(b) with the first model split shown in (c); the greyed region on the model indicates the newly added component. After the split, the fit immediately starts improving, and after a number of iterations, the model in (d) is extracted. The fitting reaches equilibrium at the final model shown in Figure 19(e); the blending hierarchy corresponding to this final model is displayed in (f).


Figure 20 shows the fitting of range data of a mug, taken from the MSU database. Two views of the data are shown in (a), and the initial ellipsoid fit is shown in (b). The part split in Figure 20(c) leads to a better fit of the mug handle in (d) and (e). The close proximity of either side of the in (d) and (e). The close proximity of either side of the
handle in (e) leads to the hole blend added in (f). After a number of iterations, the hole opens, and results in the final extracted mug shape in Figure $20(\mathrm{~g})$, with the blending hierarchy shown in (h). The final shape correctly extends beyond the right of the data (from this viewpoint) in order to match the curvature of the mug. Its extension below the bottom of the data, however, is an artifact of the shape estimation process. Without any means of controlling the volume of the extracted shape, it can grow beyond the bounds of the data. To remedy this, heuristics can be applied which minimize either the volume $[20,8]$ or de-
scription length $[30,31]$ of the extracted shape.

Figure 19: Fitting of a block and cylinder the bounds of the data. To remedy this, heuristics can be


Figure 20: Fitting of a mug

Figure 21 shows the fitting of a fairly complex object; a wooden mannequin. The range data was scanned using an available scanner over a 90 degree wide field-of-view, so that the data is only present on the front of the mannequin. The estimation of the model is shown in (b) through (i); each step shows the newly added blending region, and the fitting of the previous split. The initial ellipsoid fit is shown in Figure 21(b), followed by the results obtained after the first part split in (c) that captures the left arm. Also displayed in (c) is the start of a blend that fits the right arm in (d). This continues showing the fitting of the left leg in (e), the lower and upper parts of the right arm in (f), the right leg and head in (g), the chest in (h), and the lower-torso in (i). The final fit (front and side views) is displayed in ( j ), with the parts clearly shown in (k). The blending hierarchy in Figure 21(l) shows how each of the added parts are blended onto the body (the original ellipsoid); the structure of the tree also contains information which specifies the order in which the blends took place. It is worth noting that while the fitted shape matches the data very well, the actual shape is somewhat different from the actual shape of the mannequin; especially in the legs. The blending components for the legs are not add-on extremities like the arms, but are raised areas on the torso and body components.

Generated data for a two-holed box (from a single view) is shown in Figure 22(a), with the initial ellipsoid fit shown in (b). The model is split in (c), which allows an indentation to be formed in (d); once this indentation becomes


Figure 21: Fitting of a mannequin
deep enough, a hole blend is added in (e), as well as an indentation for the other hole. After more fitting, the hole opens in Figure 22(f), and the other hole indentation deepens. After another hole blend and more fitting, the final model in (g) with the blending hierarchy in (h) is extracted. In the final result, the indentations are no longer expressed in the resulting shape, and were automatically removed.

These four experiments have shown how our framework automatically extracts structured representations of range data using blending. This data can be taken from objects consisting of a number of parts, or taken from objects that have complex topologies.

Figure 23 shows a series of experiments using three sets of data, which were generated using the same object as in Figure 22, but have the scanner in a different position each time. The experiment in Figure 23(a) is the same as in Figure 22. The second experiment in (b) finds a similar shape, except the holes were added to the model in the other order (which produces a different blending hierarchy). In Figure 23(c), the scanner viewpoint did not permit very much data from the hole interiors to be gathered, resulting in a model with a single indentation (and no holes).

From the above set of experiments, it is clear that varying the sensor viewpoint can produce a different extracted structure. Figures 23(a) and (b) produce nearly identical shapes, but the order of the extraction had the holes reversed, with the smaller hole extracted first in (b). This results in the blending hierarchies in (a) and (b) with the big and small holes switched; a simple permutation of the


Figure 22: Fitting of a two holed object
resulting hierarchies. Changing the view can also change the structure, as in the extracted shape in Figure 23(c). Because the data did not include information from the hole interiors, only a single indentation formed, instead of any holes. In practice, small changes in viewpoint will often lead to the same qualitative structure being extracted. Of course, there will be some small changes which have large effects. Further investigation of this point is seen in the next set of experiments.


Figure 23: Various 3D range scanner views of two holed object

Figure 24 shows results from a series of 400 fitting experiments using generated data of an object consisting of a box with a hole, and a variable sized cylinder. Fitting results from three of these experiments are shown in Figure $24(a-c)$, each showing the generated data set, the final fit, and the blending hierarchy. Out of all 400 experiments, only three distinct blending hierarchies resulted. Given the fact that the same parts were extracted across all experiments, and that the "hole" must appear after the "box", these are the only three possibilities, and are exemplified by the blending hierarchies in Figure 24(a-c). The graph in Figure 24(d) indicates the particular blending hierarchy extracted in each experiment, given variation in the height ( $h_{\mathrm{cyl}}$ ) and radius ( $r_{\mathrm{cyl}}$ ) of the cylinder. The letters $\mathrm{a}, \mathrm{b}$ and $c$ in (d) indicate the particular hierarchy from Figure 24(ac), with the circled entries being those particular experiments shown in (a-c).

The results from this large set of experiments suggests that our estimation technique is locally stable: a small change in the data is not likely to produce a significantly different extracted shape. This is evident based on the presence of moderately fuzzy boundaries between the solid colored regions in Figure 24(d). The segmentation of the parts of the objects in Figure 24 is relatively simple. Given more complex objects, it is possible that different segmen-
tations will be extracted given the techniques here. Given the same part breakdown, however, a similar extracted structure is guaranteed-the main difference will be permutations in the graph structure of the blending hierarchy.


(d)

Figure 24: Various cylinder sizes in box/cylinder/hole object

## 7 Conclusions and future work

We have developed and presented a framework based on shape blending which is used for the shape estimation of incomplete range data for objects of arbitrary topology. The use of this framework has been demonstrated on a variety of examples, which show how a structured representation is extracted in a reasonably stable way. This concise and structured object description allows for use in recognition applications.

Blended shapes along with the process of shape evolution facilitated the realization of a smoothly changing model throughout the process of estimation. A more robust system is obtained by avoiding abrupt changes in the model geometry.

Of course, important work remains. The current decision technique used for the adaptation of the model structure and topology is not based on any notion of the "parts" of the model. It would be worthwhile to incorporate work from part segmentation, which may result in more stable estimation output.

Finally, the topological adaptation of the model could be made more flexible by providing another method for hole evolution. Holes can be added or removed using a "fission" process called torus strangulation [44], where the intermediate shape resembles a croissant. This would allow the framework to back out of a hole decision that seemed reasonable upon its application (in its current form, the framework cannot remove a hole).
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## A Blending implementation

This appendix contains details for the implementation of shape blending, such as the representation of blending regions, the construction of the gluing mapping $\beta$, and evaluation of the blending function $\alpha$.

## A. 1 Blending region parameterization

The mapping $\beta$ as shown in Figure 6 is constructed by imposing coordinate systems on $\omega_{1}$ and $\omega_{2}$, such as $C_{\omega}$ in Figure 25(a) applied to the arbitrary strip $\omega$.

The coordinate system $C_{\omega}(d, \theta):[-1,1] \times[0,2 \pi) \mapsto \omega$ has $d$ measured perpendicular to the curve $\kappa$, and $\theta$ measured parallel to $\kappa$. With the surface cut along $\kappa$, and the retained portion shown as a dark gray area in Figure 25(a), $d=-1$ on the boundary of $\omega$ where the surface is discarded, $d=0$ along $\kappa$, and $d=1$ on the boundary of $\omega$ where the surface is retained.


Figure 25: (a) Strip coordinates $C_{\omega}$ (b) Blending function $\alpha_{0}$

A disk-shaped coordinate system used for gradual blending, such as that in Figure 7, is specified in a similar way. The only difference being that the coordinate system is imposed over a disk-shaped region (which requires choosing a disk center point) instead of over an annulus.

Once the coordinate system $C_{\omega}$ is in place, its coordinates are used to evaluate the blending function $\alpha$, or to construct the correspondence map $\beta$. The implementation details on how this coordinate system is constructed are given in Appendix A. 2.

Given a point $\mathbf{u} \in \omega$ with strip coordinates $(d, \theta)$ so that $\mathbf{u}=C_{\omega}(d, \theta), d$ is needed to compute the blending function value (for the applications here, the blending function does not depend on $\theta$ ). A blending function "steepness" parameter $w \in(0,1]$ controls the extent of the 0 to 1 transition in $\alpha_{0}$, as in Figure 25(b). The base blending function is defined as:

$$
\alpha_{0}\left(C_{\omega}(d, \theta)\right)= \begin{cases}0 & d<-w  \tag{15}\\ 1 & d>w \\ \frac{(d+w)^{2}(2 w-d)}{4 w^{3}} & \text { otherwise }\end{cases}
$$

This particular function produces a smooth $C^{1}$ join between blending components given the definition of blending in (3).

Using the coordinate systems $C_{\omega_{1}}$ on $\omega_{1}$ and $C_{\omega_{2}}$ on $\omega_{2}$, the mapping $\beta$, which specifies the topological information for the gluing, is constructed as:

$$
\begin{array}{ll}
\beta\left(C_{\omega_{1}}(d, \theta)\right)=C_{\omega_{2}}(-d, \theta) & d \in[-1,1]  \tag{16}\\
& \theta \in[0,2 \pi)
\end{array}
$$

This mapping matches up the discarded boundary of one shape with the retained boundary of the other. The orientation of the boundary of the blending components is specified by the direction that $\theta$ increases, shown by the arrows in Figure 25(a). In order to produce orientable surfaces, $\beta$ should preserve the orientation, which should be chosen by some consistent labeling rule (such as a righthand rule used to point outside the surface). Not doing this can produce closed non-orientable surfaces-a property an estimated shape is not likely to have! The next section describes a method of how such a coordinate system can be placed on a shape.

## A. 2 Blending region representation

A scheme for representing the blending regions is required for defining the cutting and gluing operations described in Section 3 (the blending curves $\kappa$ and strips $\omega$ ). It is also needed for computing the blending function $\alpha$ and correspondence map $\beta$. This is accomplished by establishing a coordinate system on the blending regions which can be used to identify specific points.

Figure 26 shows the curve $\kappa$ inside of a domain $\Omega$. $\kappa$ is represented in a piecewise manner, consisting of $N_{\kappa}$ sections, numbered using the index set

$$
\begin{equation*}
I_{\kappa}=\mathbb{Z} / N_{\kappa} \mathbb{Z}=\left[0, \ldots, N_{\kappa}-1\right] \tag{17}
\end{equation*}
$$

which produces a numbering of the pieces that wraps around at both ends $\left(\bmod N_{\kappa}\right)$ to accommodate the loop structure of $\kappa$. The sections of $\kappa$ are:

$$
\begin{equation*}
\left\{\kappa_{i(i+1)} \mid i \in I_{\kappa}\right\} \tag{18}
\end{equation*}
$$

These segments are specified in terms of some points and scalar values:

$$
\begin{equation*}
\left\{k_{i(i+1)} \in \Omega \mid i \in I_{K}\right\} \quad\left\{\mu_{i} \in[0,1] \mid i \in I_{K}\right\} \tag{19}
\end{equation*}
$$

From this information, additional points can be computed:

$$
\begin{equation*}
k_{i}=k_{(i-1) i}\left(1-\mu_{i}\right)+k_{i(i+1)} \mu_{i} \quad i \in I_{\kappa} \tag{20}
\end{equation*}
$$



Figure 26: Blending region points
The definition of an arbitrary section is shown in Figure 27(a), which shows how the curve segment $\kappa_{i(i+1)}$ is determined given points $k_{i}, k_{i(i+1)}$, and $k_{(i+1)}$, as given in (19) and (20). These three points form the control polygon for a quadratic Bézier curve [49]. The curve has endpoints $k_{i}$ and $k_{(i+1)}$, where the curve is also tangent to the segments of its control polygon, and is given by (in terms of Bernstein polynomials):

$$
\begin{align*}
\kappa_{i(i+1)}(\gamma)= & k_{i}(1-\gamma)^{2} \\
& +k_{i(i+1)} 2 \gamma(1-\gamma) \quad \gamma \in[0,1]  \tag{21}\\
& +k_{(i+1)} \gamma^{2}
\end{align*}
$$

The strip $\omega_{i(i+1)}$ that surrounds the curve $\kappa_{i(i+1)}$ is also shown in Figure 27(a), and is determined using normals to the curve $\kappa_{i(i+1)} . \mathbf{n}_{i}$ and $\mathbf{n}_{(i+1)}$ are the normals to the curve segment at its endpoints, each with magnitude $r$, and point in the direction of the retained portion of the surface. $r$ is a parameter which specifies the width of the blending strip $\omega$, as seen in Figure 27(a). For the applications here, the blending region has a width of $r$ along its entire length.


Figure 27: Blending region detail and segment coordinates
The strip $\omega_{i(i+1)}$ is defined as the area covered by the Bézier curves defined by the family of control polygons:

$$
\left\{\begin{array}{l}
k_{i}+d \mathbf{n}_{i}  \tag{22}\\
k_{i(i+1)}+d \mathbf{n}_{i(i+1)} \\
k_{(i+1)}+d \mathbf{n}_{(i+1)}
\end{array}\right\} \text { where } d \in[-1,1]
$$

Figure 27(a) shows the control polygons where $d=0$ and $d=1$ as dotted paths. The vector $\mathbf{n}_{i(i+1)}$ is defined as:

$$
\mathbf{n}_{i(i+1)}= \begin{cases}\mathbf{n}_{i} & \text { if } \mathbf{n}_{i}=\mathbf{n}_{(i+1)}  \tag{23}\\ r\left(\hat{p}_{i}+\hat{p}_{(i+1)}\right) \\ \left\|\hat{\mathbf{n}}_{i} \times \hat{\mathbf{n}}_{(i+1)}\right\| & \text { otherwise }\end{cases}
$$

where $p_{i}=k_{i(i+1)}-k_{i}$ and $p_{(i+1)}=k_{i(i+1)}-k_{(i+1)}$

This definition of $\mathbf{n}_{i(i+1)}$ produces control polygons that are "parallel" to the one used to define $\kappa_{i(i+1)}$. The use of (22) suggests a natural way of imposing a coordinate system on the strip surrounding $\kappa_{i(i+1)}$, seen in Figure 27(b).

The coordinate system $C_{\omega_{i(i+1)}}:[-1,1] \times[0,1] \mapsto \omega_{i(i+1)}$ is imposed using the control polygon given by (22) with $\gamma$ as the interpolation parameter:

$$
\begin{align*}
C_{\omega_{i(i+1)}}(d, \gamma)= & \left(k_{i}+d \mathbf{n}_{i}\right)(1-\gamma)^{2} \\
& +\left(k_{i(i+1)}+d \mathbf{n}_{i(i+1)}\right) 2 \gamma(1-\gamma)  \tag{24}\\
& +\left(k_{(i+1)}+d \mathbf{n}_{(i+1)}\right) \gamma^{2}
\end{align*}
$$

Determining the $(d, \gamma)$ coordinates within a blending region segment from a given domain point $\mathbf{u} \in \omega$ requires solving for $d$ and $\gamma$ in (24). This involves finding the closest point on $\kappa_{i(i+1)}$ to $\mathbf{u}$ to compute $\gamma$, after which $d$ can be found using:

$$
\begin{equation*}
d=\frac{\left\|\mathbf{u}-\kappa_{i(i+1)}(\gamma)\right\|_{\mathrm{dir}}}{r} \tag{25}
\end{equation*}
$$

where the magnitude is a directed (signed) distance-the positive side of $\kappa_{i(i+1)}$ is in the direction specified by the normals.

The coordinate system $C_{\omega}(d, \theta)$ is constructed from those for each blending region section. The $d$ value remains unchanged, while the $\theta$ value can be computed once its value is defined at each of the $k_{i}$ with:

$$
\begin{equation*}
\left\{\theta_{i} \in[0,2 \pi) \mid i \in I_{\kappa}\right\} \tag{26}
\end{equation*}
$$

so that the coordinates can be computed as:

$$
\begin{gather*}
C_{\omega}(d, \theta)=C_{\omega_{i(i+1)}}\left(d, \frac{\theta-\theta_{i}}{\theta_{(i+1)}-\theta_{i}}\right)  \tag{27}\\
\text { for } \theta_{i} \leq \theta<\theta_{(i+1)}
\end{gather*}
$$

once the appropriate segment has been identified to determine $i$. Because of the convex hull property of Bézier curves [49], the particular segment that contains the parameterization for a domain point $\mathbf{u} \in \omega$ can be found by checking if $\mathbf{u}$ is inside any of the control polygons in (22). This amounts to checking if $\mathbf{u}$ is in the convex hull of the extremal control polygons where $d= \pm 1$.

## A.2.1 Blending region crossings

The blending hierarchy described in Section 3.6 leaves the possibility that $\Omega$ might be formed by gluing component domains together using (2). The coordinate system described above requires finding paths between different points in $\Omega$. A potential difficulty is illustrated in Figure 28(a), where the path of the blending region crosses the boundary formed by some other blending region $\omega_{\text {other }}$.


Figure 28: Region crossing example

For the case in Figure 28(a), finding the line that connects $k_{i(i+1)}$ and $k_{(i+1)}$ first requires finding the intersection point of this line with $\kappa_{\text {other }}$. While this could be performed with a simple iterative scheme, it is still a moderately expensive operation. Any computation involving the coordinate system in (24) (which are very frequent) would be very inefficient.

Instead, by subdividing $\kappa_{i(i+1)}$ so that each part lies completely inside of one of the component domains, the coordinate system computations are now efficient. The overlap between the two component domains allows a margin of tolerance of the location of the subdivision point, and also simplifies the construction of the subdivided blending region strip.

This subdivision process is shown in Figure 28(b), and involves performing one iteration of the de Casteljau algorithm [49] to split the control polygon $\left\{k_{i}, k_{i(i+1)}, k_{(i+1)}\right\}$ into $\left\{k_{i}, k_{i s}, k_{s}\right\}$ and $\left\{k_{s}, k_{s(i+1)}, k_{(i+1)}\right\}$ (which does not change the shape of the curve $\left.\kappa_{i(i+1)}\right)$. A suitable subdivision is found by performing a binary search on the interpolating parameter $\gamma \in[0,1]$ using the de Casteljau algorithm to compute $k_{i s}, k_{s(i+1)}$ and $k_{s}$ (by linear interpolation). The search terminates when $k_{s}$ is inside $\omega_{\text {other }}$.

While some of interpolations performed during the computation of $k_{s}$ are expensive (they involve computing a line that bridges two domains), they are infrequent. The subdivision is precomputed for any domain operations, and is re-evaluated only when the segment changes shape, or when $\kappa_{\text {other }}$ moves a substantial amount (so that $k_{s}$ moves outside the overlap region $\omega_{\text {other }}$ ).

## A. 3 Blending parameters

The parameters of a blended shape given in (9) include additional parameters required to specify the blended shape:

$$
\begin{equation*}
\mathbf{q}_{\mathrm{b}}=\left(k_{i(i+1)}, \mu_{i}, w, h\right)^{\top} \mid i \in I_{\mathrm{\kappa}} \tag{28}
\end{equation*}
$$

which contains $3 N_{\mathrm{K}}+2$ scalar parameters. This number can be reduced, however, by further parameterization of the shape of the blending regions. The definition of the blending regions given in Appendix A. 2 is still used, how-
ever. The shape of the blending region is specified by computing $k_{i(i+1)}$ and $\mu_{i}$ in terms of other values.

For example, an ellipse-shaped blending region can be defined as in Figure 29(a) in terms of a center point $\left(e_{u}, e_{v}\right) \in \Omega$, axis lengths $e_{1}$ and $e_{2}$, and a rotation $e_{\theta}$.

Using the $\theta_{i}$ values from (26), the control points $k_{i}$ and $k_{i(i+1)}$ are computed from the ellipse parameters, as in Figure 29 (b). Hence, an ellipse-shaped blending region would have the following parameters:

$$
\begin{equation*}
\mathbf{q}_{\mathrm{b}}=\left(e_{u}, e_{v}, e_{1}, e_{2}, e_{\theta}, w, h\right)^{\top} \tag{29}
\end{equation*}
$$

which contains 7 scalar parameters. Quadrilateral-shaped blending regions were used in [22].


Figure 29: Ellipse-shaped blending regions

## A. 4 Blended shape Jacobian computation

Section 5.1 contains equations which require the computation of Jacobians of blended shapes, such as (10) which requires computing Jacobians $\mathbf{L}_{\mathbf{s}_{1}}$ and $\mathbf{L}_{\mathbf{s}_{2}}$ scaled by a blending function term. It also requires the computation of $\mathbf{L}_{b}$, in (11), which uses the term $\partial \alpha(\mathbf{u}) / \partial \mathbf{q}_{\mathrm{b}}$. This can be computed using the chain rule from (4), (15), and (25) as:

$$
\begin{equation*}
\frac{\partial \alpha}{\partial \mathbf{q}_{\mathrm{b}}}=\frac{\partial \alpha}{\partial \alpha_{0}} \frac{\partial \alpha_{0}}{\partial d} \frac{\partial d}{\partial \mathbf{q}_{\mathrm{b}}} \tag{30}
\end{equation*}
$$

If the blending region shape has been parameterized, as in Figure 29, then $\partial d / \partial \mathbf{q}_{\mathrm{b}}$ will involve an additional chain rule which takes the dependency of the $k_{i(i+1)}$ and $\mu_{i}$ on the region shape parameters.

## B Shape primitives

This appendix contains a description of the shape primitives chosen for use here. It contains details of how the ellipsoid surface parameterization was formed, as well as the construction of a hole suitable for shape evolution.

## B. 1 Ellipsoid parameterization

The ellipsoid (and superquadric ellipsoid [45]) primitives used as the component shapes here use the standard parameterization, as in:
parameterized toroid primitive:

$$
\begin{align*}
& \mathbf{s e l l i p s e}(u, v)=\left(\begin{array}{l}
a_{1} \cos u \cos v \\
a_{2} \cos u \sin v \\
a_{3} \sin u
\end{array}\right)  \tag{31}\\
& \text { domain } u \in[-\pi / 2, \pi / 2], v \in[0,2 \pi) \\
& \text { parameters } a_{1}, a_{2}, a_{3}>0
\end{align*}
$$

The tessellation of these primitives is somewhat different from what is normally used (which is a latitudelongitude style tessellation). Figure 30(a) shows the tessellation, which is based on a subdivided octahedron. This is to accommodate the singularity free parameterization restriction. The construction of such an ellipsoid (using two halves) as shown in Figure 30(b) was described in Section 5.3.

(a)

(b)

Figure 30: Split superellipsoid and half of its domain

## B. 2 Pinched sphere mapping

Section 4.2 discussed the smooth evolution of a hole using gradual blending. The gradual blending of a hole requires the construction of two domains of a pinched sphere, as described in Section 4.2. Figure 31(a) shows the domain used to produce a hole, and (b) shows the domain that produces two disks. At the lowest level, switching between domains amounts to reconnecting mesh nodes [20]. In this case, the nodes along $r=0$ in the tube in Figure 31(a) are merged together, and then duplicated (and cut apart). This produces the two disks seen in Figure 31(b).


Figure 31: Pinched sphere domains

The desired shape geometry can be produced by using a

$$
\begin{align*}
& \mathbf{s}_{\text {torus }}(u, v)=\left(\begin{array}{l}
a_{1}\left(a_{4}+\cos u\right) \cos v \\
a_{2}\left(a_{5}+\cos u\right) \sin v \\
a_{3} \sin u
\end{array}\right)  \tag{32}\\
& \text { domain } u \in[0,2 \pi), v \in[0,2 \pi) \\
& \text { parameters } a_{1}, a_{2}, a_{3}>0 ; a_{4}, a_{5}>1
\end{align*}
$$

Given the parameterization in Figure 31, the section of the torus in (32) that contains the hole (the blending component of $\mathbf{s}_{2}$ in Figure 4) is given by:

$$
\begin{equation*}
\mathbf{s}_{\text {torus }}\left(\left(1+\frac{r}{2}\right) \cdot \pi, \theta\right) \quad r \in[-1,1], \theta \in[0,2 \pi) \tag{33}
\end{equation*}
$$

This primitive also produces the hole-opening deformation seen in Figure 14 by increasing $a_{4}$ and $a_{5}$. A similar parameterization can be performed with a superquadric toroid primitive [45] to allow cylindrical and square holes.
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