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The registration function which assimilates the existing proto-A Novel Text-Independent Speaker Verification Method
type model and the most recently acquired range image. Based on the Global Speaker Model

The NBV system which presents three separate methods for de-

termining the NBV position from the current state of the model. Yiying Zhang, David Zhang, and Xiaoyan Zhu

The graphical user interface with which the user can call the

NBYV system, view the images acquired at each iteration, review

statistics pertaining to reconstruction, or examine the ideal or APstract—This correspondence introduces a new text-independent
Speaker verification method, which is derived from the basic idea of
reconstructed model.

by - ) ) pattern recognition that the discriminating ability of a classifier can be im-
The application which reads in a reconstructed model file afgoved by removing the common information between classes. In looking
outputs an IRIS Inventor format voxel rendering. for the common speech characteristics between a group of speakers, a

The IRIS Explorer module map which reads in a reconstruct bal speaker model can be established. By subtracting the score acquired

] . _from this model, the conventional likelihood score is normalized with the
model file and outputs an IRIS Inventor format surface renderlngonsequence of more compact score distribution and lower equal error

rates. Several experiments are carried out to demonstrate the effectiveness
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speakers and to normalize the likelihood score. ASMSV method is fad@d General Estimation of the Global Speaker Model
with the conflict between the scale of the anti-speaker modelZi, ¢he In this correspondence, the speaker model is Gaussian mixture

number of speaker models included in an anti-speaker model) and \fibdel (GMM). lIts distribution of the training speech data in the

ification speed. Furthermore, ASMSV method can not well distinguisly., istic space for each reference speaker is represented by mixture
the ou_ts_,lde Impostors, and th? estab|_|shment of anti-speaker modeg iz, ;jq, probability density functions, which is similar to “semi-con-
also difficult and time-consuming. While in GSMSV method, the gIobeHnuous,, probability distribution or “tied mixture” technique for

speaker modelis easy to obtain and the verification speed isveryfaSt'representing speech segments in hidden Markov based speech recog-
nition [8]. The parameters of a GMM can be represented as((ci1,
Il. GSMSV METHOD i, 21), ey ((ﬁk, ik, Ek), el ((ﬁ]\,j, AT, EA/[)), in WhiCh/l,k and¥ .
are mean vector and covariance matrix for ik Gaussian density
function, respectivelyz,. is the correspondingth weight; andi is
Likelihood score in speaker recognition can be generally defined @@ number of mixture components. L8t = {y1,- -, yx, -, y7}
the matching score of a test utterance to a specific speaker model. Gienthe sequence of feature vectors for an input utterance, thus its
an input utteranc®’, and a speaker modg| the likelihood score is the |ikelihood score produced by is obtained as
probability of A produced’, i.e., P(Y|)).

A. Definitions and Notations

M

GivenN reference speakers, whose modelshate- -, \;,-- -, A, Ply|\) = Z o . 1
in which \; is obtained by maximizing the likelihood scaf&Y;|\;), : = " (V2m )P/ (|S,])1 /2
andY; is the training data of reference speakethe global speaker 1 -
model, \gswm, is established in GSMSV method besides Meaefer- - exp <—§ (yr — ,um)l E,’nl(yk - ;zm)> 4)

ence speaker models, by maximiziﬁg\;1 P(Yi|Aasm).
Agsm contains not only the common speech characteristics ghdP(Y|\) = HkT:1 P(yx|\), whereD is the dimensionality of fea-
multiple speakers, but also the environmental features related to th& vectors.
speaking background. According to the principal idea of pattern Assume the current verification system ha§ users, whose
recognition that removing the common information is helpful training data is represented &s = {?/Y)a!/g’)a'",?/;(;’)a"'v;?lf(ri()')}
improve a classifier's discriminating ability, it is anticipated that; — 1,2, ..., V), after being transformed to feature vectors, in which
the differences between speakers will be emphasized if the commQgenotes théth speaker and'(i) denotes the total number of feature
speech characteristics are obliterated from speech. Based on {Ristors for theith speaker. The training data for a new system user,

consideration, GSMSV method is designed as follows: the (V + 1)th reference speaker, is noted as
Let SggM(Y) be the normalized likelihood score for an input ut- ) (N41)  (N41) (N+1) (N41)
terance}’, claimed to be uttered by thi¢h reference speaker, we can Yvpr={or "y e e b

getSé"S]\,[(Y) = P(Y|\i) — P(Y|Aaswm). By subtracting the score

. . . . Let the parameters ofasm be
obtained from\g s, the common information of both pronunciation P oM

characteristics and environmental features is obliterated. As a result, Aasm = ((ef Mp Moy L
the interference of unimportant factors is avoided, and the differences (cGSM | GSMpGsy

between speakers are brought into prominence. Therefore, the decision GSM  GSM wGSM
rule can be defined as (ear”™ par” 237 7))
in which ¢{’>™ is the weight of thekth Gaussian density function;
p$M and ©¢3M are the corresponding mean vector and covariance
(1) matrix, respectively. In the general re-estimation method, the param-
eters ofAqsm are obtained by maximizing[ "' P(V;|Aasm) with
Maximum Likelihood criterion [9], which is an iterative procedure
tarting from the initial values set by Segment&means procedure

10]. Thus the re-estimation formulas fdr:sy are as follows:

> 1, acceptthe claimto
reference speaker

<, rejectthe claim to
reference speaker

Sgéwl(y)

wherer is a threshold. To avoid overflow in computation, logarith
likelihood score is utilized. LeLSS%M(Y) be the normalized loga-

rithm likelihood score for an input utterance, claimed to be uttered N+1 T(n) ()
by theith reference speaker, we can get/,, (V) = log P(Y|\;) — Z Ze}. (t)
log P(Y'|Aasm). Thus the decision rule can be represented as GSM _ _ n=1 t=d i=1,2.---. M (5)
7 N1 T(n) J 9 <y s 4
> 1, accept the claim to S S aim g
i , reference speaker n=1 =1
LS(,) Y i H 2 n)1aln
asu(¥) <7, rejectthe claim to ( 607 (1) = ngfij[yﬁ i t=1
reference speaker ! My il B0t =2,3,-- T(n)
’e (6)
wheren’ is a threshold. e )
To further improve the system adaptability and alleviate the influ- (") = plys]enZy t=2.3,---,T(n) )
ence of speaking rate, the logarithm likelihood score is normalized p[yg")] t=1
again by duration as in the following: za’t(”) _ {P[yiﬂ]/ﬁﬂ P12 (T(n) - 1) ®
, > 5", accept the claim to . 1 . t=T(n)
LSGw(Y) reference speakeér @) J\Z“ i)e(")(t) .
Ty <75", rejectthe claim to . 2 2 W
. ~GSM _ n=1_t=1 19 M )
reference speaker 1y N1 T J ,2,000 ]

ol (¢t
whereTy- is the number of input speech frames, afids a threshold. Z Z s 0

n=1 t=1
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N+1 T(n) N  T(n)
(n) n ~GSM n ~GSMA\T y n n ~GSM (n) ~GSMA\T
3OS = A (" = S A= S ew = a — aY
$GSM _ n=1 =1 n=1 t=1
J N4t T(n) (14)
> Y o
N+1 N+1 ~GSM
’ n=1 (=1 B = Z HJ(- * )(f) : (,715 - i)
ji=1L2,--- M (10) i=1
- s et e L (NHL) SGSMANT
wherec{ M| i 55M andS M are the latest values§™™, 5™ and (e ) (15)

E]GSM are their corresponding values of the last iteration. In (5)_(1% (11)~(15) 8 (1) agn) and@f") are computed as (8)~(10)
0 , j .

plyi"'] is same agly;" s, and In adaptive re-estimation, a weighting coefficieriD < p < 1)is
T, — 1 introduced to measure the contribution of the new registration speech
pily 1= (V27 )P/ (|2§SM|)1/2 to updating the global speaker model. The greater the valye thie
o ; more the contribution owing to the new training data. Since the adaptive
- exp <—, (g — NE-"SM)T re-estimation procedure starts from the last modified parameter values,
the setting ofp will determine the verification performance after the
(ST (™ — ;tf’SM)> , system scale is augmented. Withguor it is too small), the system
would not adapt to the new user. fis too large, the global speaker
model is changed exceedingly to accommodate the new user, but it may
||| REAL'T|ME APPL|CAT|ON not be applicable to the Old ones.
. . . p may be set as a specific value according to experimental experi-
In GSMSV method, the global speaker model is a critical factor disyce or the change of the number of reference speakers. For example,
rectly influencing the system performance and practical appllcatlop.c(,jln be decided by = ¢ - R(Nusers), in which ¢ is a coefficient
Therefore, the method of establishing the global speaker model is @y ing the greatest portion of the new speaker's contribution to all the
importantissue worthy of discussing. In Section 11-B, the general re-g§y speakers’ contribution, anbl( Vysers) is a function whose values
timation method, which obtains the approximately optimal parametgfs.raase with the number of valid USEM§,.r., and whose limitation
of Aasw, has been introduced. This section is to emphasize on its lips) e s 1 €.9.R(N.ers) can be a sigmoid function.
itation and to present an adaptive method that can quickly adapt the
parameters okgswv to @ new user without decreasing the verification
rate for the old ones.
SinceAc sy is obtained by using all the training data of current user#y. Database and Experimental Settings
the training procedure takes a long time, especially when the system hag ;i3 used in the following experiments come from a standard Man-
a large number of users. In our experiments, when the current systgmin speech databaBé3Bagprovided by theState Education Com-
has 100 users, a new registra.tion “69{15 a‘bout 40 min. This is unaccsionof China. Speech data of 25 females and 25 males is used. Each
able and intolerable for real-time applications. o person uttered 50 sentences, 15 of which are used as the training data,
There are two main causes leading to the slow estimation of the @y the other 35 sentences are used as the test data. Each test is on
rameters ofcsy. One is that the parameter estimation is an iterativgne sentence. The average duration of training data for each speaker is
procedure. The other is that the initial values of the iterative procgpqut 60 s, and that of each test utterance is about 3.5 s.
dure are set by time-consumitig-means procedure. So the adaptive Fifeen females and 15 males are regarded as reference speakers.
estimation focuses on these two factors, updating the parameters ifpais on their data consist of closed set test, in which the speech of one
one-shot step. The initial values are set as those modified by the lagbrence speaker makes up the disguised utterance to other reference
registration. The adaptive re-estimation formulas are as follows: (%akers. Tests on data of 20 other speakers (ten females and ten males)

NI

IV. EXPERIMENTS

(11) and (12) at the bottom of the page) who are regarded as outside impostors constitute open set test.
SasM _ (1—p)-A+p-B Equal error rqte is used to measure the performance. of different
=i T N T(n) T(N+1) speaker verification methods. Tpesteriorequal error rate is a con-
(1—p)- Z Zé);”)(t) +p- Z egl\’“)(t) venient measure of the degree of separation between true and false
n=1 t=1 t=1 speaker scores and, therefore, a useful predictor of speaker verifica-
j=12,--- M (13) tion performance. In the following experiments, serials of values on
N T(n) T(N41)
=3 S+ 3 0
~GSM n=1 t=1 t=1 . ¢ y
G = N T(n) T(N+1) J=12 M (1)
(n)  H(n) N AN
A=) 3 Sl G g 3 el g
n=1 t=1 t=1
N T(n) T(N+1)
n n N+1) N+1
(L=p)- > S8 0u™ o D 685 (a)y MY
~GSM ___ n=1 t=1 t=1 o Y
1y = N T TNTT) j=12--- M (12)

(1T=p)- > 36w +p- 3 6070
t=1

n=1 t=I1
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Fig. 1. Likelihood score histograms of the closed set tests for CSV and GSMSV methods.

TABLE | TABLE 1l
STATISTICAL ANALYSIS RESULTS OF THELIKELIHOOD SCORES FORCSV PERFORMANCE COMPARISON (EQUAL ERRORRATES AND VERIFICATION
METHOD AND GSMSV METHOD S’EED) OF DIFFERENT METHODS
Valid speakers Impostors Likelihood score difference Method  |Closed set test (%)|Open set test (%)] Average verification speed (s)

between valid users and impostors CSV 6.19 1.69 0.57
Method | Mean | Variance| Mean | Variance d ASMSV (L=29) 0.19 1.06 17.26
CSV 13354.79| 584.36 | 1762.85 | 730.89 276.69 GSMSV 0.59 0.51 1.15
GSMSV| 28532 | 188.13 [-1312.71 | 64147 768.43 ASMSV (I=1) 7.80 2.16 115

decision boundary are tried to make the error rate of false rejectioqﬁs
equal to that of false acceptance, thus the equal error rate is found ap

used as a measure for comparison. also given. Table Il lists the equal error rates of CSV, ASMSV and
The speech signal was sampled at a rate of 8 kHz, segmented edg’MSV methods

32 ms overlapping frames with a 16 ms shift, and pre-emphasize In Table 11, the equal error rates of both ASMSY. = 29) and

A feature vector consists of 16 cepstrum coefficients acquired fr08\1SMSV methods are all significantly lower than those of CSV method
auto-relation analysis, 16 dynamic cepstrum coefficients and a dynanﬂt]: )

. . Is shows the necessity to hormalize the likelihood score. For closed
energy [11]. GMM speaker model has 64 mixturess set to be a spe- L
cific 8;[[]9 ]O 5 TheF::omputer used for experim’:nts is P-Il 233 P set test, the equal error rate of GSMSYV is higher than that of ASMSV,

but for open set test the equal error rate of GSMSV is much lower.
B. Statistical Analysis Besides, it should be noted that the equal error rates under the case
) ] S (L = 29) are the best results that ASMSV can reach.

In this experiment, the statistical likelihood scores of both CSV and Table Il also lists the average time needed by each method to verify
GSMSV methods are analyzed and compared. The likelihood scoLesjn ot utterance. It costs ASMSV over 17 s to verify an utterance,
of closgd sgt test are recqrdgd and the correspondlng .hlstogramsy\ﬂ{ﬁ!e GSMSV spends only about 1 s. If ASMSV spends 1 s to verify an
shown in Fig. 1. The statistical results are also listed in Table I, [ferance, its equal error rates are much higher than the corresponding
which d is the likelihood score difference between valid users ar\%lues of GSMSV method.
impostors. o . . . The above experiments show that GSMSV method has the advan-

The following mterestlng observ_atlons can b_e obtained: ~ tages on both lower equal error rates and faster verification procedure.

1) For the speech of either valid users or impostors, the varianegher CSV method or ASMSV method can not keep low equal error

of GSMSV likelihood scores is much smaller than that of CSVYates and fast verification speed at the same time.
method. This illustrates that GSMSV makes the distribution of
the likelihood score more compact. D. Experimental Results of General and Adaptive Gsmsv
2) The difference between the likelihood scores of GSMSV . . . .
valid users and impostors is greater than that of CSV method A serial of experiments is performed on different number of refer-
It demonstrates that GSMSV enlarges the distance betwe%%ce speakers. Experiments start from two reference speakers (one fe-

- . o g L S male, one male). And then in the following experiments, one female

valid users and impostors, so its distinguishing ability is mOre 1 Sne male are added each time. In each experiment is up
. I =
3 Przwe(;fgkﬂsv likelihood lap bet lid S@ted two times, by firstly using the training data of the new female
) . € . K€ III 00 hscorrf]e ovefrggve weﬁndva;] usfers an er, and then using that of the new male user. After these modifica-
Impostors is smaller t an that o . met.o » there o.re. t ﬁ)ns,/\(;gM is used for verification tests. The test results are depicted
boundary between valid users and impostors is more explicit aijigs 2 and 3, respectively
the threshold can be more conveniently set by GSMSV. '

his experiment the value of is set to be 29. For the sake
omparison convenience, the results of the cabe= 1) are

The following observations can be obtained. For both closed set test
and open set test, GSMSV with either the general re-estimation or the
adaptive re-estimation method has much lower equal error rates than

ASMSV method has the lowest equal error rates when an aniSV method. The equal error rates of the adaptive re-estimation ap-
speaker model consists of all of other reference speakers [7], thueximate to those of the general re-estimation.

C. Comparison of Different Methods
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Fig. 2. GSMSYV test results of the closed set test with different re-estimation

methods for updating the global speaker model.

—e— GSMSV (General re-estimation)
—a— GSMSV (Adaptive re-estimation)
—a—CSV

Equal error rate (%)
2571

2

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Number of speakers

Fig. 3. GSMSV test results of the open set test with different re-estimation

methods for updating the global speaker model.

Fig. 4. Training time for GSMSV with different re-estimation methods
for updating the global speaker model when two new users register into the
verification system.

verification speed. Compared with ASMSY, = 29), GSMSV speeds
up the verification procedure with decrease on the verification time by
93%. By contrast to CSV method, GSMSV decreases the equal error
rates by 90% and 70% for closed set test and open set test, respectively.
In order to apply GSMSV method to real-time systems, an adaptive
re-estimation approach to updating the global speaker model is sug-
gested to shorten the waiting time for a new user. When the system has
30 users, registration is accelerated 12 times.
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