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Adaptive Tracking Control of a Wheeled Mobile
Robot via an Uncalibrated Camera System
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and Aman Behal

Abstract—This paper considers the problem of position/orien- camera system can be used to determine the WMR Cartesian
tation tracking control of wheeled mobile robots via visual ser- position without requiring numerical calculations. However, as
voing in the presence of parametric uncertainty associated with the emphasized by Bishogt al.in [1], when a vision system is uti-

mechanical dynamics and the camera system. Specifically, we de-l. dt tract inf i bout bot and th . t
sign an adaptive controller that compensates for uncertain camera 1z€d 1o extract information about a robot an e environment,

and mechanical parameters and ensures global asymptotic posi- 2@dequate calibration of the vision system is required. That is,
tion/orientation tracking. Simulation and experimental results are  parametric uncertainty associated with the calibration of the

included to illustrate the performance of the control law. camera corrupts the WMR position/orientation information;
Index Terms—Adaptive control, visual-servoing, wheeled mobile hence, camera calibration errors can result in degraded control
robot. performance.

Despite the above motivation to incorporate visual informa-
tion in the control loop, most of the WMR research available in
literature which incorporates visual information in the overall
A S the demand increases for wheeled mobile robaigstem seems to be concerned with vision-based navigation

(WMRs) in settings that range from shopping centergi.e., using visual information for trajectory planning). It also
hospitals, warehouses, and nuclear waste facilities, the ngeé@ms that the state-of-the-art WMR research that specifically
for precise control of WMRs is clearly evident; hence, gargets incorporating visual information from an on-board
closed-loop sensor-based controller is required. Unfortunatedgmera into the closed-loop control strategy can be found in
due to the nonholonomic nature of the WMR and the standdg], [15], [21]. Specifically, in [15], Maet al. incorporates the
encoder hardware configuration (e.g., optical encoders mountghamics of image curves obtained from a mobile camera
on the actuators), the WMR Cartesian position is difficult tgystem in the design of stabilizing control laws for tracking
accurately obtain. That is, the linear velocity of the WMRyiecewise analytic curves. In [1], Espiat al. proposed a
must first be numerically differentiated from the position (i.evisual servoing framework and in [5], Samsehal. address
by the backward difference algorithm) and then the nonlineasntrol issues in the image plane. For the most part, it seems
kinematic model must be numerically integrated to obtain thRat previous visual-servoing WMR work has assumed that
WMR Cartesian position. Since numerical differentiation/intehe parametric uncertainty associated with the camera system
gration errors may accumulate over time, the accuracy of tban been neglected. In contrast, it seems that visual servoing
numerically calculated WMR Cartesian position may be comesearch for robot manipulators has focused on the design
promised. An interesting approach to overcome this positi@f controllers that account for uncalibrated camera effects as
measurement problem is to utilize a vision system to directiyell as uncertainty associated with the mechanical dynamics.
obtain the Cartesian position information required by thgpecifically, in [10], Kelly designed a setpoint controller to
controller (for an overview of the state-of-the-art in robot visuahke into account uncertainties in the camera orientation to
servoing, see [7] and [18]). Specifically, a ceiling-mountedchieve a local asymptotically stable result; however, the

controller required exact knowledge of the robot gravitational
term and restricted the difference between the estimated and
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tracking controller to obtain a local asymptotic stability result; This paper is organized as follows. In Section Il, we describe
however, exact model knowledge of the robot dynamics atite kinematic model of a WMR in the task-space and the
a calibrated camera are required, and the difference betweamera-space, and then we utilize the pin-hole camera model
the estimated and actual camera orientation is restrictedtdoformulate a global invertible transformation between the
the interval (-90°, 9C°). Recently, in [23], Zergeroglet al. two spaces. In Section lll, the control objective of the paper is
designed an adaptive tracking controller that accounted faated and then a kinematic tracking controller along with the
parametric uncertainty throughout the entire robot-camecarresponding open-loop error system is developed. In Section
system; however, the controller required that the difference 0d¥; we develop the dynamic model for the WMR that facilitates
tween the estimated and actual camera orientation be restridtesl subsequent closed-loop control development given in Sec-
to the interval (90°, 90°). Moreover, in [24], Zergeroglet tion V and the corresponding stability analysis given in Section
al. proposed a globally uniformly ultimately bounded (GUUB)/I. In Section VII, the controller’'s performance is illustrated
tracking controller that is robust to uncertainty throughout thtarough simulation and experimental results. In Section VIII,
entire robot-camera system for a fixed-camera configuratione present some concluding remarks.
and a GUUB regulating controller for a camera-in-hand con-
figuration. Note that in order to achieve the above results, [24] Il. KINEMATIC MODEL
requwg that the camere.I orientation be W|th|n. a cerj[a.un rar?ge.A_ WMR Kinematic Model in the Task-Space

In this paper, we design a global asymptotic position/orienta- ) . ) ,
tion tracking controller for a WMR with a ceiling-mounted fixed | "€ kinematic model of a WMR in the task-space is assumed
camera that adapts for uncertainty associated with the cami@®€ ©f the following form [17]:
calibration (e.g., magnification factors, focal length, and orien- _g 1
tation) in addition to the uncertainty associated with the me- q=S(q) (1)
phaqical .pa}rameters of the WMR dynamic_: model (e.g., ma§§hereq(t), §(t) € R3 are defined as
inertia, friction). We note that most of the vision-based naviga-
tion approaches found in WMR literature can be utilized to gen- g=ze y. 6F g=[2. 9. 67 2)
erate the camera-space reference trajectory for use in the pro-
posed controller. However, if the camera is not assumed to bet), y.(¢), andé(t) € R denote the position and orientation,
perfectly calibrated, then it is not obvious how to generate thespectively, of the center of mass (COM) of the WMR (which
reference trajectory in the task-space using the camera-systargssumed to coincide with the center of the axis of rotation
hence, it seems that the reference trajectory must be generatetthe WMR), £.(¢), §.(t) denote the Cartesian components of
in the camera-space and the control loop must be closedtfie linear velocity of the COMA(¢) € %! denotes the angular
the camera-space. Following this line of reasoning, we usev@locity of the COM, the matrixS(q) € R**? is defined as
camera-space reference trajectory generator and the camfaibews:
space WMR kinematic model to formulate an open-loop error

system. This open-loop error system and the previous control Sl — C_OSZ 8 3
structure given in [3] and [20] are then used to develop a kine- () = Slg . ©)

matic control to ensure tracking in the camera-space. We then
use the standard pin-hole camera model and the WMR came(mfJI the velocity vecton(t) € R2 is defined as
space model to develop a transformation between the actual

WMR velocity and the camera-space WMR velocity. This trans- v=[n w|T = 6~ 4)
formation is then used to transform the WMR dynamic model

into a form that facilitates the design of a torque input adaptiwgth v;(¢) € R* denoting the linear velocity of the COM of the
controller that compensates for parametric uncertainty assogiMR.

ated with camera calibration effects as well as the WMR me-

chanical dynamics. The proposed adaptive controller achiel s WMR Kinematic Model in the Camera-Space
global asymptotic tracking and requires the following signals gaseq on the task-space kinematic formulation given in (1)
for implementation: and the desire to craft a camera-space tracking controller, we
1) WMR position/orientation in the camera-space; assume that the representation of the WMR kinematic model in
2) WMR linear and angular velocity in the camera-space;the camera-space takes the following form
3) actual WMR orientation and angular velocity. .
o _ q="S(qv ®)
Note that the orientation and angular velocity of the WMR can
be obtained from the on-board optical encoders and the baukereS(-) was definedin (3)3(t) = [Z.(t) 7.(t) 8(t)]F € R*
ward difference algorithm while the WMR linear and anguladenotes the position and orientation of the WMR in the camera-
velocity in the camera-space can be calculated from the WMiRace, andi(t) = [v1(¢) v2(t)]* € R? denotes the linear and
position/orientation in the camera-space using the backward difigular velocity of the WMR in the camera-space. That is, we
ference algorithm; hence, the proposed controller does not assume that the WMR in the camera-space must satisfy the same

quire integration of the nonlinear kinematic model for obtaininginematic model as the WMR in the task-space. With regard to
the WMR Cartesian position. the robot-camera system configuration, it is assumed that the
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camera is fixed above the robot workspace such that we have
the following.

1) Its image plane is parallel to the plane of motion of the
robot.

2) The camera can capture images throughout the entire
robot workspace.

3) The camera system can determine the COM of the WMR Camera Space
by recognizing some physical characteristic (e.g., a light 1
emitting diode).

4) The camera can determine the orientation of the WMR, |, v
and hence, the direction that the WMR is traveling, by
recognizing an additional characteristic (e.g., an arrow
painted on the WMR, a second light emitting diode, etc). 3

A

C. Task-Space to Camera-Space Transformations Task Space

In order to force the WMR to track the reference trajectory ifig. 1. Robot-camera system configuration.
the camera-space, we are motivated to relate the kinematic con-
trol inputs [i.e.,o(¢)] in the camera-space to the kinematic conafter multiplying Z.(t) of (10) by (1/a;) cos(6 + 6), multi-
trolinputs [i.e.w(#)] in the task-space. To this end, we utilize thglying 7.(t) of (10) by (1/c) sin(6 + 6,), and substituting (5)
so-called pin-hole lens model [1] for the robot-camera systefay =, (¢) and,(¢), we obtain the following expression:
to express the WMR camera-space position vector in terms of

the task- iti t h bel Fig. 1 ~ 7 0
e task-space position vector as shown below (see Fig. 1) T cos(@) cos(0 + b) o000 .
fc(t) . .Tc(t) _ O,1 O;1 i_ in(d) si 040 V1 sin (9—‘1-90) )
[?c(t)} —HR(90)<[yc(t)} [OOJ>+ [OiJ (6) o 71 sin(f) sin( o)

whereH € R2*? is a diagonal, positive-definite, constant ma’-After adding rows of the vector equality given by (11), we have

trix defined as follows:

vy =117, (12)
0 _
H= ﬁ)l aJ (7)  whereT3(6(t),0(t)) € Rt is a positive scalar function defined
as
a1, az € N are positive constants defined as follows: 1 _
Ty = — cos(8) cos(6 + b)
A A 1
ap=p1— o =fo— ®) 1
z z + —sin(@) sin(0 + 6) > 1. (13)

z € R! represents the constant height of the camera’s optical
center with respect to the task-space plane,R! is a constant @1 anda: were defined in (8), and, € R' is some positive
representing the camera’s focal length, the positive constafig§istant (see Appendix A for explicit details).

denoted by3;, 3. € R! represent the camera’s constant scale 10 relatev(t) to v, (t), we eliminatev, () in the first two
factors (in pixels/m) along their respective Cartesian directiorf§Ws of the vector equality given by (5) to conclude that
respectively,R(fy) € R2*? is a constant, rotation matrix de-

fined by Y. =T.tanb, (14)
K60y — cos(6o) —sin(6o) o hence, after substituting (10) @E(t) andz.(t) into (14), we
o) = | in(6)  cos(fo) |- obtain the following relationship:
(8 j—
6, represents the constant, clockwise rotation angle of the tan(6 + 6o) = a—;tan 6. (15)

camera coordinate system with respect to the task-space
coordinate system[O,1,0,2]% € ®? denotes a projection After taking the time derivative of (15) and then performing
of the camera’s optical center on the task-space plane, &@ine algebraic manipulation, we have that
[0i1,0i2]" € R? denotes the image center which is defined as ) -
the frame buffer coordinates of the intersection of the optical 0 =10 (16)
axis with the image plane (see [13] for explicit details).

To relatew, (t) to v, (t), we first take the time derivative of
(6) and substitute (1) for the time derivative of (2) to obtain the oy

_ 1 2 @z . 2
following relationship: Ta= cos (6 +60) + o S (0+60) >  (17)

ic _ | V1o COS(9 + 90)
Y. | | viaesin(f+ 6y)

whereT>(6(t)) € R! is a positive scalar function defined as

wherea; anda, were defined in (8), ang, € R! is some pos-

) (10) itive constant. Based on (12)) and (16), we can now formulate a
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global invertible transformation between the task-space WMiherew(t) = [u,(t) u2(t)]Y € R? is an auxiliary signal de-
velocities and the camera-space WMR velocities as follows: fined in terms of the camera-space orientation/velocity, and the
desired trajectory as follows:
v = To@ (18)
u=-v+1Il (24)

hereTy(6(t),6(t)) € R**? is defined . . . = = .
whereZy(6(2), 6(1)) s detined as with the auxiliary variablell(6(¢),0,.(t),v.(t)) € R? being

defined as follows:
Ty = [Tol :/92} (19) B
= {v,,licos 63:| . (25)
and the positive scalar functiori§ (6(t), (¢)), andT»(6(t)) "
were defined in (13) and (17), respectively. To facilitate the kinematic closed-loop error system develop-
ment, we inject the auxiliary control inputs, denotedifayz) =
lll. KINEMATIC CONTROL FORMULATION [Ga1 Ta2] € R?, into the open-loop dynamics of () andes(t)

o by adding and subtractirg,; (t) andua»(t) to the right-side of
A. Control Objective (23) to obtain the following expression:
The primary control objective is to force the representation

of the WMR in the camera-space to track a trajectory generated (,31 B 5_262 T U_‘“ - 26
in the camera-space in the presence of parametric uncertainty €2 | = | 7201 +UnSIMC (26)
(i.e., the camera calibration parameters and the mechanical pa- cs a2 = 172

rameters associated with the dynamic model). Similar to prghere the kinematic tracking error signal, denotedbs) €
vious WMR research performed in the task-space (e.g., see§f] is defined as follows:

and [9]), the desired trajectory of the WMR is generated via a
reference robot which moves in the camera-space according to n=1[m ne|="1u4—1u. 27)
the following dynamic trajectory:

4, = S(q,)0, (20) C. Control Design and Closed-Loop Error System
Development

whereS(-) was defined in (3)g,.(t) = [Ter(t) T, (t) 6,.(1)]F Based on (26) and the subsequent closed-loop error system

€ R denotes the reference position and orientation trajectaigvelopment, we desigi,(¢) as shown below [3], [20]

in the camera-space, ang(t) = [v,1(t) v2(t)]F € R? de-

notes the reference linear and angular velocity of the WMR in g |

the camera-space. With regard to (20), it is assumed that the gz |

signal7,.(t) is obtained from a path planning algorithm and is

constructed to produce the desired motion in the camera-spadeerek; , k3 € R! denote positive constant control gains. After

and thaw,.(t), v,.(t), g,.(t), andg,.(t) are bounded for all time. substituting (28) into (26), the resulting kinematic closed-loop
error system foe(t) is given as follows:

—/{}1 C1
7,1 sines)es

~ haes (28)
€3

B. Open-Loop Error System Development _
. —kier +T2e —m

To facilitate the subsequent closed-loop error system devel- B —Taeq + T, sin s 29
opment and stability analysis, we define an auxiliary error signal I U1 sin{es)es ’ (29)
denoted bye(t) = [e1(t) ea(t) es()]” € R®, that is related to 3 —hees es -
the difference between the reference position/orientation and the
camera-space position/orientation of the WMR through a global
invertible transformation as follows [3], [20]: IV WMR Dynamic MODEL

Since the proposed control is designed to include the effects

€1 COS(@ sin(6) 0 53 of the dynamic model, we will assume that the task-space dy-
ez | = | —sin(f) cos(d) O |y (21) namic model for the WMR can be expressed as follows:
€3 0 0 1 0

Mo+ F(v) = Br (30)

wherei(t), 7(t) € R, andd(t) € R* are defined as
(B, 4 ®) whered(t) € R? denotes the time derivative oft) defined in

(4), M € R2*2 represents the constant, diagonal inertia matrix,
F(v) € R? represents the friction effects(t) € R? repre-

We can now formulate the open-loop error dynamics:fey by ~ Sents the torque input vector, aditl € %> represents a di-

F=Te—Te J=To —T. 6=0,—8. (22)

differentiating (21) to obtain the following expression: agonal input matrix that governs torque transmission. To facil-
itate the subsequent control design, we transform the dynamic
é1 Toeo + Uy model into a form that is consistent with the kinematic trans-
és | = | —Vae1 + U1 sines (23) formation given by (18) and (24). Specifically, we premultiply

€3 Ua (30) by -7, substitute (18) fow(t), and then substitute (24)
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for ©(¢) in the resulting expression to obtain the following conin addition, we define the regions;, andA» as
venient dynamic model:

A= {s1 1151 >, Yy € Y1}

Mu+Vni+N=Br (31) Ay = {2 : y2s2 > 7, Ve € Y2} (37)
where whereyy, 2 were defined in (13) and (17), respectively, and we
have the following definitions concerning the regiahs and
M(e) =T MT, A2 and the subsequently designed parameter estimate vectors
V(o) = TF MToN(e) Y1(t) € RPL anddx(t) € RP2:int(A;) is the interior of the

regionA;, d(A;) is the boundary for the regiaf;, 5% € Rriis
a unit vector normal té@(A;) at the point of intersection of the

dBO). B _ T B To facil h bili vsi Qoundarysurfac@(Ai) andd; where the positive direction for
and B( (tr)]' (f])) p 15 b. OdaICI Itaite L e :S),t]_a ||tr)]/_s_na };]S'Sf' ];f is defined as pointing away from () [note J;- is only
we note that the dynamic model given y (31) exhibits the fofjo ey ford; € d(A;)], Pt(u;) is the component of the vector
lowing properties [14].

. N — p; € ¥ that is tangential t@)(A;) at the point of intersection
Property 1: The transformed inertia matrid/(e) is sym- of the boundary surfac8(A;) and the vector;, P () =

metric, positive definite, and satisfies the following |nequaI|t|eslii — P!(;i;) € R is the component of the vectar € R,

) - ) ) that is perpendicular t8(A;) at the point of intersection of the
my|lg]l" < &7 ME < mpll¢]IT VE e R (32) boundary surfacé(A;) and the vectod; fori = 1,2.

Remark 1: Note that the subsequent control development re-
wherem,; andm are known positive constants, ajiff denotes  |ies heavily on the fact that the dynamic model is decoupled.
the standard Euclidean norm. It is not obvious how the controller can be extended to account

Property 2:: A skew-symmetric relationship exists betweefor additional coupling terms that result from the COM of the
the transformed inertia matrix and the auxiliary matix.(-) \WMR not corresponding to the center of the axis of rotation.
as follows: Future research will target the development of a controller that

. can track a desired camera-space trajectory despite the use of
FGM-Vya)é=0 VEeR’ (33) anuncalibrated vision system and parametric uncertainty in the
WMR dynamic model which includes the additional coupling

whereﬁ(-) represents the time derivative of the transforme@ffects.
inertia matrix.

T (), (), u(t)) = —TE (M (LI I+F (To(—7 + I1)))

Property 3: The robot dynamics given in (31) can be linearly V. DYNAMIC MODEL CONTROL FORMULATION
parameterized as follows: We now utilize the dynamic model given by (31) to design a
L . control torque input that regulates the kinematic tracking error
Yoo = Mu+Vpu+ N (34) signal defined in (22). Motivated by the structure of (29), the

kinematic tracking control objective can be obtained by regu-
wheredy € R contains the unknown constant mechanical pating the auxiliary tracking signal defined in (27). To this end,
rameters (i.e., inertia, mass, and friction effects) and calibnae develop the closed-loop error system#¢t) by taking the
tion/camera constants €., 6y, a1, anday) and Yo (@, %,t) € time derivative of (27) and multiplying both sides of the re-
R2*P denotes the known regression matrix. Furthermore, tBalting expression by/(-) to obtain the following expression:

global invertible matrixlu(6(t), 6(¢)) defined in (19) is linearly

parameterizable as shown below in the following: M7 = Mg — Mu. (38)
|7 0| _ |y O After substituting (31) fof/u and then adding and subtracting
T = = (35) X ; i .
0 T 0y terms to the right-side of the resulting expression, we arrange

the dynamics in the following advantageous form
whered®, € RP1, ¥, € RP2 cogtain the unknown camera
calibration constants, and (6(t), 6(t)) € RV, 42(6(t)) € iy = —V,un+ Yoo (o — o) — Br
R1*r2 denote known regression vectors. L 0
e L - +e Yao1do + ki — ¢
Property 4: To avoid singularities in the subsequent control + [_,;’;Z; 4 ej + [Ydméo 4 kmm 3 61 (39)
law, we now define convex regions, in the same manner as [2] K d0200 °F 212 = €3

and [12], for the parameter vectofs and» defined in (35). \here (27) was utilized, and regression matrix parametrization
Specifically, based on (13), (17), and (35), we define the spage ' is defined according to

spanned by the vector functiopgs(6(¢), 6(t)) andy2(6(t)) as
follows: Yaoo = Mutq + Vi ig + N (40)

Vi = {y1 sy = (002), 0(1)),V6(2), 6(t) € R} whereY,o(-) € ®2*? denotes the known desired regression
Yo = {y2 1 y2 = y2(0(2)), VO(t) € R'}. (36) matrix, andd, was defined in (34).
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Based on the subsequent stability proof and the regulationesfsures global asymptotic position and orientation tracking con-

n(t), we design the control torque inpuft) as follows: trol in the sense that
7(t) = B~y (41) Lim 2(t), 5(2),6(t) = 0 (49)
wherero(t) = [ro1 702] € R2 is an auxiliary control signal Provided
designed as shown in the following: thIn T (t) £ 0 (50)
1 - ~
. - < 3 ) (Yao19o + kyim — e1) wherei(t), 4(t), andé(t) are defined in (22).
{TOI} = yll L . (42) Proof: To prove Theorem 1, we define a nonnegative,
02 - < : ) (Yaoa¥o + knana — e3) scalar function denoted by (e(t), n(t), do(t), D1(t), D2(t))
Y202 € R! as follows:

. N 1 it i S
ety o S8 e eI e 1=t s 3 e+
SR + L9TT5 0o + LT TR0, + L0505 0, (51)

as follows:
% T After taking the time derivative of (51) and making the appro-
Yo = LoYgon . (43) priate substitutions from (29) and (47), we can conclude that
. Q, if 9; € Int(AZ) .
di= < i, if J; € d(A;) andQT - <0 (44) Vi = e1(D2e2 — krer —m) + e2(—T2e1 + Uy sines)
PHSY), i d; € O(A;) andQT 9 > 0 ‘e <_¢ _ kgeg_n2>
c3
whered; (0) € int(A;) fori = 1, 2, the auxiliary signal€; (t) € 7y, d —kpm + e
Rrl andQy(t) € Rr? are defined as follows: | Yaovo + — ko + €3

1 ~ N
1 A ~ N (Yoo + K —e
Q0 =-Tiyim 3 (Yaor9o + kn1m — e1) (45) <y1291> 91 Yaodo + ki — 1)
Yivi o 1 - .
<—A> Y202 (Yoo + knane — e3)
and Y202 . .
—9ET 0o — 0TI, — 93050 (52)

2y = —FQyQTUQLA (Yao2do + kpoma —e3)  (46)
Y202 where (33) and the fact that

andl’g € RP*P, '} € RPLXPL T, € RP2XP2 gre positive defi- 5 : -
nite gain matrices. Ifl;(0) € int(A;), the above update law for Q?O(t) - Q?O(t) 01(t) = —(t)
151(;) andJ(t) defined in (44) ensures thatd, > ~ and Da(t) = — Da(t) (53)
y2¥2 > 72 (See the definitions given in Property 4 and the ex-
planations given in [2] and [12]). After utilizing (35), (41), (42),has been utilized. After cancelling common terms and then uti-
and the definition ofB(6(t), 8(t)) given in (31) and then per- lizing (43)—(46) and Property 4, we obtain the following expres-
forming some algebraic manipulations, we can obtain the fdgiion (see Appendix C for explicit details)
lowing expression for the closed-loop error systermfan:

Vi < —kief — kel — ki — kyats- (54)
M = —V,un + Yaodo + [_Zﬁlnl + 61} Hence, utilizing (51) and (54), we can conclude tba), 7(t),
. —Fil2 + Cs Do(t), 91(t), V2(t) € Lo and thatey (t), e3(t), n(t) € Lo
< _ >y151(yd0130 + ki — €1) Since e(t), n(t), do(t), ¥1(t), 192(t2 € Lf’o’ we can _Autilize
- 911191 (47) (43)—(46) and (48) to conclude tha(t), ¥1(t), ¥2(t), Jo(t),
< . ) Yo 0 (Yaoa Vo + knarp — €3) B1(t), 2(t), Qu(t), Q(t) € Loo. Furthermore, from the fact
Y202 thate(t), n(t), Do(t), D1(t), ¥2(t) € Loo, we can utilize Prop-

erty 4 (.e, y191, y292 > 0) along with (27), (28), (41), (42),

and Appendix A to conclude thatt), T, (t), 7(¢), 70(t) € Loo-
Sincee(t), u(t) € L, we can utilize (21), (24), and (25) to ob-
tain the fact thati(t), (t) € L..; hence, from (18) and (19), it

is straightforward to show that(t), ¢(¢) € L... From the fact
thate(t), n(t), 5(t), Do, 91, D2 € Lo and thay, 9y, yod2 > 0,

we can conclude tha¥(t), 7(t) € L., (which is a sufficient
condition fore(t) andn(t) to be uniformly continuous). Based

Theorem 1: The control torque input given in (28), (41)—(46)on the boundedness of the aforementioned signals, we can take

along with the closed-loop error system given in (29) and (4®)e time derivative o€3(¢) and show thaé;(t) € L. (see

where the parameter error signals, denotedibgt) € R*,
91(t) € R, 91(t) € R, are defined as follows:

o =19 — o, U1=01—101, O2=1s—1D2. (48)

VI. COMPOSITESTABILITY ANALYSIS
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Appendix B for explicit details). Standard signal chasing argwf the controller; hence, we elected to include simulation results
ments can now be used to show that all remaining signals #oellustrate the theoretical validity of the proposed controller.
bounded. The proposed adaptive tracking controller was simulated and

From the fact that, (¢), e3(t), n(t) € L2 and are all uni- experimentally implemented based on the camera model given
formly continuous, we can now employ a corollary to Barbalatis (6)—(9) as follows:

Lemma [22] to conclude that Fc(t)} _ {041 0} |:COS(90) —sin(eo)}

lim e;(¢),e3(t),n(t) = 0. 7.(t) 0 g |sin(fy) cos(fp)

t—oo
z(t) Oo1 On
— e : - + (59)
Next, sinceés(t) € Lo, we know thats(t) is uniformly con- Ye(t) Oo2 Oz
tinuous. Since we know thdtm; ... e3(t) = 0, andés(t) is

) . _ ) and the dynamic model for a modified Pioneer Il WMR manu-
uniformly continuous, we can use the following equality:

factured by ActivMedia given as follows:

T1 _ Mo 0 i)l

T2 o 0 Io 1'/2
and Barbalat's Lemma [22] to conclude thiah, .. é3(t) =0 F, 0 sgn(vy)
wherevys € R! is a constant of integration. Based on the fact Tl o Fyo | | sgn(ve)
thatlim; .. e3(t), é3(t), 72(t) = 0, it is straightforward from

the expression foés(#) given in (29) to see that wherea; = 1 (pixel/m) andws = 1 (pixel/m) represent camera
parameters originally defined in (8 = 0.5 (rad) represents

the camera orientation originally defined in (), = 0.0825

t
lim 4 (e3(7)) dr = tlim es3(t) + 3 (55) 1

t—o0 0 T r
o

1

0
L,
2

} (60)

U1 (t) sin(es(t))ea(t)

thlgo es(t) =0 (56) (m) denotes the radius of the wheels, = 0.1635 (m) denotes
the length of the axis between the wheeils, = 24.8 (kg) de-
From (50), and the fact that notes the mass of the robot, ahgd= 0.9453 (kg - m?) denotes
the inertia of the robot, anfl;; = 1 (Nm) andF,; = 1 (Nm)
lim sines) _ 1 (57) denote static friction coefficients. The parameter values given
es=0 e3 above were required to simulate the proposed controller. The pa-
we can now conclude thatm;_...es(t) = 0. The global rameter values for,, L,, m,, andl, were selected based on ap-

e|%.roximate measurements or calculations made from the experi-
nqnental testbed, while parameter valuesder «, 6y, Fs1, and
F,, were selected for simplicity. To experimentally verify the

asymptotic result given in (49) can now be directly obtain
from the inverse of the relationship given in (21). That is, fro

5 cosf —sind 0 el proposed adaptive tracking controller we only require knowl-
gl =|sn® cosd 0 es (58) edge of the torque transmission parameters given,land.L,,,
) 0 0 1| | es due to the fact that the controller is constructed to adapt for un-

certainty in the remaining camera and WMR parameters.

it is clear that sincdim;_,.. e1(t), e2(t), es(t) = 0 that i .
limy o0 2(£), 9(2), 6(2) = 0. O A. Simulation Results

Remark 2: A physical interpretation of the reference trajec- A path planning algorithm [4] was utilized to generate the si-
tory restriction given in (50) is that the reference linear velocityusoidal camera-space reference trajectory illustrated in Fig. 2.
of the WMR must be non zero in the limit, and hence, the WMRhe output of this path planning algorithm were the reference
regulation problem is not solved as a special case of the adapmera-space velocity signafs; (t) andw,»(t) given as fol-
tive tracking controller (i.e., the WMR cannot be allowed tdows:
stop indefinitely at a desired position and orientation). This is
a common problem endemic to many tracking controllers pre- Ty = 4 (pixels/s)
sented in literature; however, we have recently developed con- _ —2.55in(0.257,,.) cos(,.))
trollers that overcome this restriction (see [4]) for WMRs that Ur2 = 1+ tan20,

do not rely on visual-servoing. Future research will leverage off o N )
of our recent results (see [4]) to address the problem of elinyyhere the initial conditions for the reference Cartesian camera-

nating the reference trajectory restriction given in (50) for thePace positions and orientation were selected as follows:
visual-servoing problem. 7..(0) = 0 (pixels)  7,.(0) = 0 (pixels)
4,.(0) = 1.19 (rad). (62)

(rad/s) (61)

VII. SIMULATION AND EXPERIMENTAL IMPLEMENTATION

In the following section, we provide simulation and experiThe initial conditions for the actual Cartesian camera-space po-
mental results to demonstrate the performance of the adapti#ons and orientation were selected as follows:
tracking controller given by (28) and (41)—(46). Due to some
limitations in the experimental testbed, we believe that the ex- z:(0) = 2.0 (pixels)  7,(0) = 2.0 (pixels)
perimental results do not adequately illustrate the performance 6(0) = 0.5 (rad) (63)
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Fig. 3. Camera-space position and orientation tracking errors.

and the initial task-space orientation was selected as follows:

Modified Pioneer I WMR

6(0) = 0. (64)
Fig. 5. Experimental testbed.
The control gains were tuned until the best response was ob-
tained and then recorded as follows: 2) Dalsa CAD-6 camera that captures 955 frames/s with
8-bit gray scale at a 2682 260 resolution;

ki =10, k3=20 k; =200, k; =200 (65) 3) Road Runner Model 24 video capture board;

I, = diag{7,7,7,10,10, 10, 10, 5,20, 5, 15, 4) two Pentium ll-based personal computers (PCs) oper-
ating under the real-time operating system QNX.

7,10,10,10,5,5,5,15,5,15,1,25,5} (66) S Y
I\ — diag(2.2. 2.9 ' 67 The WMR maodifications include
1 fag{r’r’r’r}r _ (67) 1) replacement of all the existing computational hard-
I'y = diag(5,5,5,5,5,5} (68) ware/software with an off-board Pentium 133 MHz PC;
, . o 2) replacement of the pulse-width modulated amplifiers and
where each element of the estimate vealpft) was initial- power transmission circuitry with linear amplifiers and
ized to 0.0, and each element of the estimate veate(s), the associated circuitry:

U2(t) were initialized to 1.0 to ensuré, (0) € int(A1), ¥(0) 3) inclusion of two LEDs (with distinct brightness values)
€ int(A2) (see Property 4 and the discussions in [2] and [12] * jounted on the top plate of the WMR (one LED was

for further details). The camera-space position and orientation 5 nted at the COM and the other LED was mounted
tracking errors are shown in Fig. 3 and the associated control 4 the front of the WMR).

forque inputs are shawn in Fig. 4. The camera was equipped with a 6mm lens and mounted 2.87

m above the robot workspace. The camera was connected to
the image processing PC to capture images of the WMR via
To illustrate the real-time performance of the proposed adape video capture board and then determine the positions of the
tive tracking controller given in (28) and (42)—(46), an expel-EDs in the camera-space. The positions of the LEDs were cal-

imental testbed (see Fig. 5) was constructed consisting of §i@ated using a threshold based approach that compares bright-
following components: ness values of pixels within a specific range (the brightness of
1) modified Pioneer Il WMR manufactured by ActivMedia,each LED was adjusted to yield a specific signature so that we
Inc.; could distinguish each LED) and selects the brightest pixel in

B. Experimental Configuration
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the two ranges to be the actual locations of the LEDs in th 2%

camera-space. The image processing PC was connected t
second off-board PC via a dedicated 100 Mb/s network conne
tion. The second off-board PC was utilized to

1) determine the position, orientation, and linear and angul: 2 140

velocity of the WMR in the camera-space from the LED
positions;

2) acquire the task-space orientation of the WMR;

3) execute the control algorithm.
Since an LED was placed above the COM of the WMR, the
camera-space position of the WMR was directly given. Th
camera-space orientation of the WMR was calculated usir
simple geometric principles that relate the relative positiol
of the two LEDs. The time derivative of the camera-spaci
position and orientation was calculated via a standard backwa
differenceffiltering algorithm while the linear and angular
velocities were calculated from (5). In order to determine thgy ¢ pesired camera-space trajectory.
task-space orientation of the WMR, we first measured the rotor
position of the wheel motors via encoders with a resolution @fpte that the task-space position is unknown. The resulting
0.176/line (i.e, 2048 lines/rev). Based on the position of thgamera-space reference trajectory is given in Fig. 6. Note
left and right wheels, denoted y,(¢) andéx(?), respectively, that the “soft start” nature of the reference linear and angular
we obtained the orientation of the WMR through the followinge|gcities is illustrated in Fig. 6 by the arrangement of the
static relationship: polygons which represent the camera-space WMR. The control
gains were tuned until the best response was obtained and then

180

160

s)

100 120 140 160
X Coordinate Frame (pixels)

i i
i i

0 60 80 180 200 220

r

0= R (61, — Or) (69) recorded as follows:

. ki = 5.5, k3 =0500 k,3 =250, ky;=255 73
wherer € R! denotes the known radius of the wheels, and ~ ~°” " ] X K Or oz =90 ) (73)
R € R denotes the known distance between the wheels. The= diag{0.025,0.0001,0.000 05, 0.001, 0.000 05
data acquisition and control execution was performed at 700 Hz ~ 0.000 05, 0.000 05, 0.005,0.000 01, 0.0001, 0.0005
via the Quanser MultiQ Server Board and in-house designed  (.0001, 0.0005, 0.0001,0.0001, 0.000 05, 0.0001
!nterfacmg circuitry. The (_:ontrol algont_hms were |mple_mented 0.0002, 0.00005,0,0001,0.000 03, 0.0001
in C++ and executed using the real-time control environment
Qmotor3.0 [19]. The computed torques were applied to perma- 0.0001,0.00002} (74)
nent magnet dc motors attached to the left and right wheels ¥ia= diag{0.0001,0.0001, 0.0001, 0.002} (75)

a 19:1 gear coupling. For simplicity, the electrical dynamics of, — diag{0.0001, 0.000 01, 0.0001, 0.0001,0.000 01, 0.0001}
the system were ignored. That is, we assume that the computed (76)

torque is statically related to the voltage input of the permanent

magnet dc motors by a constant. where each element of the estimate vedig(t) was initialized
_ to 0.0, and each element of the estimate vectar®), J»(t)
C. Experimental Results were initialized to 15.0 and 25.0, respectively, to enstir@)

In order to limit the workspace to a reasonable size for tifeint(A1), 92(0) € int(Az). The camera-space position and ori-

camera system, we selected the reference linear and angula@ygation tracking errors are shown in Fig. 7 and the associated
locities as follows: control torque inputs are shown in Fig. 8. Note the control torque

inputs plotted in Fig. 8 represent the torques applied after the

v = 48(1 — exp(—0.05t)) (pixels/s) gearing mechanism.

Ur2 = 0.64(1 — exp(—0.05¢)) (rad/s) (70) D. Discussion of Experimental Results

. " . . ... From the experimental results illustrated in Fig. 7, we
while reference camera-space position/orientation was initial- : .
ized as follows: can conclude that the proposed adaptive controller achieves

reasonable position tracking; however, the orientation tracking
performance may not be suitable for many applications. Based
on our experience with the experimental hardware, we judge
that the lack of orientation tracking performance is due to

limitations in the experimental testbed rather than the controller
design. One of the obstacles in implementing the proposed
controller was determining the position and orientation of the

(72) WMR in the camera-space in a simple, efficient manner. To

Z.-(0) = 132 (pixels),  7.,.(0) = 36 (pixels),
4,(0) = 0.032 (rad) (71)
and the task-space orientation was initialized as follows:

6(0) = 0 (rad).
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X-Coordinate Tracking Error

noise, the resulting calculation for the orientation of the WMR
was greatly compromised. In conclusion, we believe that if the
aforementioned measurement obstacles could be eliminated
: through a more sophisticated image processing algorithm, the
~r i L i : i i i ] position/orientation tracking error given in Fig. 7 could be

0 5 10 15 2‘0 25 30 35 40 45
Y-Coordinate Tracking Error decreased further.

o

[Pixels]

VIIl. CONCLUSIONS

[Pixels]

In this paper, we have presented a global asymptotic posi-
. L o 1w % % % w s Uon/orientation tracking controller for a WMR that adapts for
Orientation Tracking Error parametric uncertainty associated with the camera calibration
(e.g., magnification factors, focal length, and initial orientation)
in addition to the uncertainty associated with the mechanical

parameters of the WMR dynamic model (e.g., mass, inertia,

1o ‘ ; ‘ ; ; ; , ‘ ] friction). The torque input adaptive controller achieves global
0 ® 0 ke 2 ® %% asymptotic tracking and eliminates the need for integrating the
nonlinear kinematic model to obtain the WMR Cartesian posi-
Fig. 7. Position and orientation tracking errors. tion for use in the closed-loop control strategy; hence, we be-
Left Wheel Torque lieve the vision-based control approach for WMRs holds the
af ’ ‘ ‘ ‘ ‘ ' ‘ ‘ potential for higher performance. In addition, since the trajec-

sk | tory generator is calculated in the camera-space, the proposed

ok il i M ‘ Rl ! ‘ ll approach has the potential for incorporating other desirable fea-

[Nm]

tures such as avoiding moving objects. Experimental and simu-
lation results were presented to illustrate the performance of the
proposed adaptive controller.

0 5 10 15 20 25 30 35 40 45

APPENDIX A

Right Wheel Torque
' ‘ In order to show thati () > 1, we utilize (10) to conclude

that

o T | | T = /T2 + 72 (77)

where we have used the assumption that the camera system
‘ ‘ , ‘ ‘ can distinguish between a forward and a reverse motion of the
0 s 10 " 2 mesen % % © ®  WMR. Upon utilization of (10), we can now formulate a rela-
tionship between the actual linear velocity of the WMR and the
Fig. 8. Control torque inputs. camera-space linear velocity of the WMR by rewriting (77) as

follows:
address this obstacle, we elected to use a threshold algorithm to

find the position of the LEDs in the camera-space. Thatis,each _ 2 o 9 . 2
LED appeared as a ring of brightness values (since each LED = \/al cos*(8 + 0) + a3 sin™(6 + o). (78)
had a specific brightness signature, two separate rings were . . .
clearly distinguishable) and the brightest pixel in the region wgsfom (5) and (10), we can obtain the following expressions for
selected as the actual location of the LED in the camera—spagccz (.t)

Unfortunately, as the WMR moved in the workspace, the T = viay cos(f + 8o) = Ty cos(). (79)
LEDs may have been positioned so that the brightest pixel in

the image did not correspond to the actual LED location. Iience, after substituting (78) fox (¢) in (79), we can solve for
addition, if several pixels have the same brightness value, te(f(t)) as follows:

first pixel location that had the highest brightness value was

latched and subsequent pixels with the same brightness value cos(f) = oy cos(6 + bo) ' (80)
Woulq k_Je negle(_:ted. Hence_z, it is clear thgt the Iac_k of a more \/a% cos2(6 + 6o) + a2 sin®(0 + 6,)
sophisticated, high-speed, image processing algorithm resulted

n d.e.graded and noisy LED ppsmon measurements. Since E?utilizing similar arguments, we can obtain the following ex-
position of the WMR only required the measurement of the p ression forin(6()):

sition of one LED, the proposed controller was able to achieve

reasonable performance. Unfortunately, the measurement of the B o sin(6 + 6o)
position of two LEDs is required to determine the orientation of ~ sin(f) =

the WMR. Since both LED positions were subject to error and \/O@ cos?(8 + 6o) + a3 sin®(6 + fo)

[Nm]

(81)
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Finally, we can substitute (80) and (81) into (13) to concludean be expressed as
that

Vi < —kie? — kzel — kgin? — ky2na

1 .
T = >v (82) [ myt
\/a% cos2(6 + 0o) + o sin’(8 + 6o) uidy

) (YaorDo + kyum — e1)

wherea; andas are positive scaling factors defined in (8). + 0yl . (Yao190 + knm — e1)
7 .
APPENDIX B - <772?JQ2§ 2) (Yaooo + knama — e3)
In order to show thais (t) € L., we take the time derivative Y22
of é3(¢) to obtain the following expression: + 0% yf e —— (YaooDo + knam2 — €3);  (86)
Ya2U2
by = — (vp1 sin(es)ez) 57‘163(‘305(63)62?’ — sin(cg))e thus, for Case 1, we can conclude that (52) reduces to the ex-
€3 c3 pression in given in (54). In addition, the direction in which the
T s . estimate; (¢) is updated for Case 1is irrelevant, since the worse
r18in(ez)ér .. SNy :
- —ksez — 2. (83) case scenario is tha(¢) will move toward the boundary of the

“s convex region denoted by(A;).

Case 2: 0;(t) € 9(A;) andQFdF <0
When the estimate for the parameter veci(g) lies on the
boundary of the convex regiah; described in Property 4 and

Based on the facts that

lim sinfes) =1 Q9L <0, then (85) can be expressed as (86); thus, for Case 2,
a0 3 we can conclude that (52) reduces to the expression in given in
. (cos(es)es — sin(es)) (54). In addition, the vectd®; has a zero or nonzero component
9131210 3 =0 (84) perpendicular to the boundaf(A;) at ¥, that points in the

direction toward the irft\; ). Geometrically, this means théis
and thatd,. (£), T, (£), ea(t), éa(t), é(t), ia(t) € Loo, it iS updated such that it either moves toward theAn} or remains
straightforward thats(t) € Lo.. on the boundary; hencé, (t) neveTr Jiavesx, .
Case 3:9;(t) € d(A;) andQTd;- > 0 When the esti-
mate for the parameter vect(ﬁ*s(t) lies on the boundary of the
convex regiom\; described in Property 4 arsef 9+ > 0, then
In order to show that the expression given in (52) reduces(@®6) can be expressed as
the expression in given in (54), we substitute for the update law

APPENDIX C

given in (43) and cancel common terms to obtain the following Vi < —kie? — kgel — kit — kyon?
expression: —TTTH (= + PH))
— 9T (= Q2 + PL(Q)) (87)

Vi < —kie] — kse3 — kg1 — kyamy
_—1 X where (45) and (46) were utilized. Based on (87), we can utilize
- << ) (Yaor90 + kqimm — e1)

Property 4 to conclude that
Y191

~ Vi < —k1e? — ksel — Eg1ni — kyams
+IfT 1291> - ((””;?2) =TI (—(PH@) + PURL)) + PURL))
e —DITy (—(PH(Qs) + PLQ)) + PL())
—kie} — kse3 — kqpni — ko213
+ T B () + 0515 PH(S). (88)

IA

'(Ydoﬂ% + kpamp —e3) + Q%FFQ_I?;Q) . (89)

Now, if we substitute for the adaptation laws given in (44)- (46?3(33“5@ € J(A;), and; must lie either on the boundary orin

then we must evaluate (85) for each of the three cases giverf1g interior ofA;, then the convexity af; implies thatd, (t) de-

(44). In addition to showing (52) reduces to the expression g|VEHeO| in (48) will either point tangent t8(A;) or toward infA, )

in (54), we will describe how the parameter update laws given Vs (t). Thatis A;(t) will have a component in the dWEC“O” of

(44)—(46) ensure that if;(0) € int(A;) for ¢ = 1,2 thend,;(¢) Vi (t )that is either zero or negative. In addition, sidee(

never leaves the regioh, V¢ > 0. points away from intA;), we have that?TF_lPL(Qi) < 0
Case 1: 9;(t) € int(A;) thus, (88) reduces to (54). Furthermore, sidgg) = P!(£2;),
When the estimate for the parameter veciti@) lies in the we are ensured thm( ) is updated such that it moves tangent

interior of the convex region\;, described in Property 4, (86) to 9(A;); henced; (t) never leaves,.
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