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ABSTRACT

A haptic virtual borescope is developed for the purpose of air-
craft engine inspection training, similar in spirit to borescope train-
ers intended for use in gas turbine maintenance training schools.
Such devices consist of engine section mockups for use with a real
borescope. Our approach instead simulates engine sections in vir-
tual reality, replacing the need for physical mockups. We model
the engine casing as a “black box” where a simulated borescope tip
is inserted (in practice a real borescope is used to provide tactile
veridicality of the probe’s braided sheath but the camera at its tip is
not used). The probe’s translational movement is mapped to the vir-
tual camera’s. The graphical engine representation can conceivably
generalize to any engine section that can be modeled graphically.
Since the interior chamber of the “black box” casing is empty, the
critical component of our simulator is correct borescope tip navi-
gation as well as force feedback response based on a mathematical
model of collision detection of the tip in the computer generated
environment.

Haptic response is thought to be a key component of the sim-
ulator as it provides non-visual tactile awareness of the borescope
tip within the engine under inspection and, more importantly, its
contact with engine surfaces. Our contribution is two-fold. First,
we design a novel motor-powered clamp that provides collision re-
sponse to collision of the camera detected in virtual space. Second,
we attempt to isolate the effect of the system’s tactile response and
provide empirical evaluation of its utility. In line with previous
results, our empirical analysis reveals a trend toward a benefit in
performance (speed), but suggests that the provision of haptic feed-
back, while preferred over a solely visual interface, may be per-
ceived as extraneous in a visually-dominated discrimination task.

Index Terms: I.3.6 [Computer Graphics]: Methodology and
Techniques—Ergonomics; J.4 [Computer Applications]: Social
and Behavioral Sciences—Psychology.

1 INTRODUCTION

Borescope inspection in the aviation field is an essential non-
destructive inspection (NDI) procedure used to examine aircraft
components for defects. It is usually performed in an area or en-
closure that is not easily accessible without a complete tear-down
of the components. Inspection of an aircraft engine, for example, is
a common borescope task performed to prevent potentially costly
dismantling of the engine. To promote novice inspectors’ adop-
tion of inspection strategies exhibited by experienced inspectors,
we have built a training simulator for teaching good practices and
skill sets associated with the borescope inspection task. This is radi-
cally different from on the job training currently adopted, where the
novice inspector serves as an apprentice to an experienced inspector
on the hangar floor. Although several variants of the borescope are
used in practice, in this paper we virtualize the video borescope: an
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Figure 1: Video borescope and the inspection procedure.

instrument with a flexible fiber-optic probe that uses a video screen
for image output (a popular and cheaper alternative is the optical
borescope that uses an eyepiece in place of a video screen).

The video borescope (Figure 1) consists of a base unit with an at-
tached monitor, a flexible fiber-optic probe with a CCD camera and
a hand-held interface for controlling the articulation of the probe
tip. Similar devices, called endoscopes, have been used in the med-
ical field for surgical path planning and minimally invasive surgi-
cal procedures. The base unit consists of a light source, a video
processing unit to manipulate the video feed from the camera, and
memory card slots for storing captured images.

The probe consists of a magnifying CCD camera attached to the
probe tip that transmits the images through the optical fibers to the
base unit. Optic fiber is used to transmit light from the base unit
to illuminate the internal components being inspected. The probe
tip can be articulated with the control interface, and can rotate al-
most 300 degrees about its pivot. The entire probe is enclosed in
a braided sheath to prevent damage to the fragile optical fiber. A
key concern during operation is damage to the probe tip. Tip re-
placement is expensive and so training for prevention of equipment
breakage is worthwhile.

The manual interface is a light, one-handed device possessing
a mini-joystick that is used to control the articulation of the probe
tip. Buttons are also available to allow the inspector to take screen
captures of the video, record live video for off-line analysis, freeze
the articulation of the probe, and compare the size of the defects
encountered during the inspection process.

In addition to the visual feedback provided by the CCD images,
the borescope inspector also feels force feedback when the probe
collides with the engine components. Unlike similar devices used
in the medical field, the collision is between the semi-flexible probe
and a rigid body. Hence there are no elastic forces exerting feed-
back on the borescope, unlike tissue and organs in medical endo-
scope simulators. For simplicity, the forces experienced can be
broken down into contact forces that act on the tip of the probe and
sliding forces acting on the probe as it snakes through the engine.

The angle of the probe tip’s contact with the rigid surface plays
an important role in determining the forces experienced by the in-
spector. Upon contact with a rigid surface, the tip can either slide,
stop, or deform. When the angle of incidence between the tip and
the contact surface is large, the tip will ether slide along the sur-
face unless it encounters further hindrance or it will stop and de-
form if its motion is impeded. When the angle of incidence of the



borescope tip is almost perpendicular, the probe may deform if the
force applied by the inspector is large (e.g., when s/he does not
realize the tip has hit a surface). The probe’s deformation will de-
pend on the physical characteristics of the probe and the contact
surface. If the force applied by the inspector is not as large (e.g.,
the inspector stopped pushing the probe due to visual feedback), no
deformation will occur and the tip will stop.

The borescope inspection procedure is an example of a visual
search and discrimination task. The primary aim of the procedure is
to look for engine component anomalies or defects. The search as-
pect of the task can be broken down into navigation of the borescope
through the engine, articulation of the camera to acquire a useful
field of view, and a visual search within the given field of view to
locate defects. Once a defect is detected, the task shifts from search
to discrimination. Based on prior experience or standardized de-
fect categories, the inspector has to decide whether the severity of
the defect warrants corrective action. Experienced inspectors usu-
ally follow a systematic search strategy in the inspection procedure
[14]. If they are inspecting a turbine, they first inspect the leading
edge of the blade from the base of the blade to the tip, then follow
along the front face of the blade to the trailing edge (see Figure 2).
The trailing edge is then inspected from the tip to the base of the

Figure 2: The video borescope’s articulating tip and the turbine in-
spection process.

blade and back to the front of the blade. Thus the inspection proce-
dure follows a systematic, circular motion by which the inspector
can detect and identify defects present on the blade. The inspector
then moves to the next blade of the turbine and repeats the pro-
cedure. Once all the front faces of the blades are inspected, the
inspector changes the orientation of the probe to face the back face
of the blade. The same systematic search procedure is repeated for
the back faces. Any defects found during inspection are logged and
the engine is dismantled for further repairs if necessary.

Borescopes have been in use by aircraft engine mechanics for
many years, but the training required to operate and master these
tools is expensive and lacks standardization. While there are stan-
dards and regulations that govern aircraft maintenance in general,
none provide detailed information on borescope training. The
American Society for Nondestructive Testing (ASNT) is an orga-
nization that is recognized for its leading role in maintaining regu-
lations for NDI training. Currently, the ASNT only provides a brief
introduction to borescopes in levels I and II of their visual testing
curriculum [1]. While the ASNT requires a written examination, a
hands-on test, and experience to become qualified for NDI inspec-
tion, it does not provide any standards by which borescope inspec-
tors can become qualified. The FAA engine certification program,
which details individual engine certification requirements for air-
craft engine technicians, only refers to engine manufacturers’ in-
structions for borescope usage [14]. Although this organization
provides a general overview of borescope use, it lacks detail and
standardization in the area of borescope inspection training.

To facilitate inspection training, we have built a haptic virtual
borescope. The simulator relies on visually realistic geometric

models of the aircraft engine, customizable textures of defects, and
active haptics to provide force feedback to the user. First, we devel-
oped software for virtual borescope navigation within functionally
realistic graphical models of an engine. We evaluated this func-
tionality in desktop, non-immersive environments and then built
physical components to resemble a real video borescope. Navi-
gation of the borescope’s articulating tip is simulated by feeding a
real borescope’s braided sheath through a newly constructed device
providing haptic feedback in reaction to the tip’s physical interac-
tion with virtual objects (e.g., engine stator and turbine fan blades).
In this paper we concentrate our evaluation on the efficacy of this
force feedback in terms of usage performance.

2 BACKGROUND

Virtual reality (VR) simulators have been used as adjuncts to con-
ventional learning in a variety of fields from medical training to
manufacturing and design applications. The simulators provide a
realistic, real-time environment with the ability to provide instan-
taneous feedback on performance. Training sessions can be easily
customized to suit individual needs and skill levels. Prior research
has shown that the skills training obtained from the use of simu-
lators is similar to those obtained from real-world experiences and
that these skills successfully transfer to task performance [4, 13].
However, the fidelity of the VR simulation is crucial for the skills
to transfer effectively from the virtual testbed to the real world.

Training simulators have mainly been visual in nature. Haptic
devices such as SenseAble Technologies’ PHANToM have made it
easy to incorporate force feedback into virtual models. Prior stud-
ies have shown that haptic feedback plays an important role in im-
proving performance [17], augmenting the skills transfer in novice
trainees, and that early exposure to force feedback in the simula-
tor improves performance [15]. In the presence of multiple input
modalities including visual, auditory, and haptic, intermodal inte-
gration may be a key psychological mechanism contributing to the
sense of presence in the virtual environment. While it is reasonable
to assume that the simulator with the highest haptic fidelity will be
perceived by the user as the “most real” interface, psychophysical
testing on human subjects is needed to reveal the minimum per-
formance requirements of the hardware interface to be used in the
simulator.

One of the simplest forms of haptic feedback is the interaction of
a rigid body with a rigid manipulator. An analysis of human percep-
tion of a rigid surface revealed that the perception of encountering
a rigid surface is not as strongly correlated to the stiffness as it is
correlated to the initial contact with the surface [12]. Furthermore,
when using a haptic interface to simulate contact forces, Tan, et
al. [2] showed that users have poor force direction discrimination
resolution. This suggests that although users can perceive the mag-
nitude of the force, they are unable to perceive the direction of the
simulated force with the same resolution.

Recent studies of haptic interfaces have focused on the use of
a commercial interface (PHANToM) when used in assembly tasks
where a hand-held object is being manipulated (e.g., peg-in-hole
task) [7, 8, 3]. As a first step toward developing a haptic force
feedback device for the borescope, we developed a simple OFF/ON
haptic device using a cheap off-the-shelf motor kit. O’Malley and
Upperman have discussed human performance in size identification
and size discrimination tasks with the PHANToM [10]. Our custom
research-quality haptic device is more suitable for the borescope in-
spection task since it allows inspectors to physically insert the probe
into a simulated engine just as they would in the real situation. We
are not aware of any other existing virtual borescope simulator com-
parable to ours. Furthermore, our task differs from the peg-in-hole
assembly task in that the user does not have the benefit of seeing
the borescope (e.g., peg), rather, the user is the peg, as it were, and
sees the virtual environment from the peg tip’s point of view.



Figure 3: Actual and modeled engine sections (left, middle), desktop prototype of borescope navigation (right).

3 BORESCOPE INSPECTION SIMULATOR

Since our borescope is aimed at engine inspection, our first task
was construction of a suitable geometric model for the inspection
test scenario. We modeled one stage of the hot section of the aircraft
engine in Maya1 and exported it as an Alias|Wavefront .obj file
with texture and material information. Our simulator renders the
models using a custom viewer written in OpenSceneGraph (OSG),2
an open source API. The environment consists of an enclosed sta-
tor and turbine modeled on the interior of a real engine (see Fig-
ure 3). The model is texture-mapped and lit to simulate the vi-
sual look and feel of an actual borescope camera image. Figure 4
shows a screenshot from the simulator compared to an actual video
borescope frame.

Figure 4: Visual output from the actual borescope (left) and our sim-
ulator (right).

The translation and rotation of the camera are controlled by the
relative change in the mouse coordinates obtained from the the first
stage of the haptic box (see below), which in turn is controlled by
the participant inserting or withdrawing an actual probe into a guide
tube fixed within the haptic box. The translation of the camera is
always along the view vector, either forward when the user pushes
the probe into the haptic box or in reverse when the probe is with-
drawn.

A simple collision response is implemented in the simulator.
At every frame, changes in camera position and orientation are
checked with the bounding sphere of the nearest component in the
virtual model. The camera is updated only if there are no penetra-
tions of the surrounding model. Note that this does not take into
consideration the angle of incidence of the camera with the inter-
secting surface. In the real borescope, the behavior of the probe is
dependent not only on the angle of contact with the surface, but also
the force applied by the user and the location of the probe tip.

Following development of the borescope simulator’s visual mod-
els and basic 3D navigation, we focused on three main interactive
tasks involved in the inspection process.

1<http://www.autodesk.com/fo-products-maya/>, last accessed 01/08.
2<http://www.openscenegraph.org/>, last accessed 01/08.

1. Probe feed. The probe’s position and orientation is governed
by its motion constrained within 2 degrees of freedom. It can
be manually pushed into or pulled out of the engine, combined
with its roll about its longitudinal axis. In/out translation of
the probe determines its location within the engine, while its
axial rotation determines the camera’s attitude. Although the
probe is flexible, the amount of bend is constrained by the
bundle of fiber-optic cables and its braided sheath.

2. Camera articulation. The CCD camera’s articulation is con-
trolled by manual (hand-held) joystick controls. The operat-
ing region of the probe tip forms a partial sphere and has two
degrees of articulation, yaw and pitch, about the local x and y-
axes (see Figure 2). In our implementation, an unconstrained
camera model is used to simulate the borescope camera. This
model does not take into consideration the limited motion of
the physical camera and allows for a full 360◦ rotation about
its axes. Camera control is provided by an off-the-shelf Log-
itech USB gamepad. The analog D-pad is used to control the
rotation of the camera along the x and y axes simulating real
borescope controls.

3. Visual and force feedback. Visual feedback on the monitor
is the borescope’s primary form of feedback. In addition, the
inspector also receives force feedback whenever the tip of the
probe collides with the rigid engine components. The real
probe may drag along the surface of the engine, it may stop,
or it may become entangled in the blades.

In this paper we concentrate on the development and evaluation
of a simple force feedback interface to the borescope simulator.
Task analysis and evaluation of the visual fidelity of the geomet-
ric engine model and rendering have been reported elsewhere [16].

3.1 Design of The Haptic Interface
Off-the-shelf devices such as the PHANToM [9] simulate contact
forces with a high degree of realism, but are expensive and are not
suitable for all applications. Since we are developing simulators
that will be used in the classroom for training students, we wanted
to find interfaces that are cheap, sturdy, and easy to maintain. The
primary requirements of the borescope interface are simulation of
the probe feed to increase the behavioral realism of the simulator
and provision of simple, synchronous force feedback to the user
based on intersections of the virtual camera with the engine model.

Figure 5 shows a top-down view of the haptic box designed to
address the main requirements of the simulator. The first stage of
the device consists of an entry point that guides the probe beneath
an optical mouse, as the probe enters the box from the left side
(the haptic component has been removed to show the guide tube
into which the probe is inserted). The dimensions of the wooden
enclosure are 6′′× 6′′× 24′′. The aluminum guide tube is 1 cm in

http://www.autodesk.com/fo-products-maya
http://www.openscenegraph.org/


Figure 5: Top view of the feedback device with mouse and guide tube,
with probe entry at left (the haptic component has been removed to
show the guide tube into which the probe is inserted).

diameter and runs through the entire length of the box, ensuring that
the probe follows a predefined path within the enclosure. The box
was designed for a borescope probe 8 mm in diameter, but can be
used for any probe thickness by changing the guide tube’s diameter.

Figure 6: Sailing cam cleat with spring-loaded cams (Ronstan, Aus-
tralia) prior to its refurbishment for the simulator (left); following its
attachment to the servo motors (right).

The second stage of the haptic box contains the force feedback
device consisting of two servo motors attached to two serrated cams
obtained from a cam cleat formerly used in its original sailing ap-
plication (Figure 6). A cam cleat is normally used to maintain sail
tension by preventing a sailing control line (e.g., main sheet) from
backing up through the cleat. In its present configuration, it is used
in the reverse, preventing a line (the borescope probe) from being
inserted forward. To allow computer-controlled operation of the
cam cleat, its springs were removed and its cams made operable via
attachment to the two servo motors (see below). The main compo-
nents of the haptic interface follow.

1. Optical mouse. The mouse provides the measurement of
probe feed (mouse ∆y) and probe twist (mouse ∆x) as it passes
through the guide tube. A 4′′ section of the tube is glued to
the underbelly of the mouse with a small notch cut out to al-
low the optical sensor of the mouse to detect motion as the
probe moves through the tube. A scaling factor, calculated
from the physical diameter of the probe and the relative ∆x
changes in the mouse coordinates, is used to provide accurate
visual feedback when the user twists the probe (e.g., with the
probe approx. 2.5 cm in circumference, mapping to 350 pixels
when using the mouse, one complete rotation (2π = 350 pix-
els) of each pixel change is about 0.018 radians, the camera
roll scaling factor is therefore set to 0.02).

2. Servo motors and the Phidgets [5] interface kit (Figure 6). We
used two servo motors mounted on a wooden platform as the
primary force feedback interface. The motors are mounted
such that the probe passes midway between the two motors af-
ter it exits the guide tube in the first stage. The servos operate
at 50 Hz with an accuracy of 0.1◦. An interface kit mounted
along the inside wall of the enclosure controls both the servos.
The interface kit is connected to the computer through USB
and allows the simulation program to read and set the values
of the motors.

3. Cam cleats. The re-configured cam cleats are glued to the
servo motors with the help of attachments that were provided
in the motor kit.

4. Aluminum tube and probe. A 1 cm diameter aluminum tube
is used along the base of the box to guide the probe through
the box. The length of the guide tube beyond the motors is ap-
proximately 18′′. The guide tubes were cut to size and placed
in the box such that the probe is always in the guide tube, ex-
cept when it passes though the cam cleat. The probe used was
that of a real but inoperative optical borescope.

Figure 7: Haptic feedback interface with motors installed.

3.2 Operation of Haptic Interface
The haptic interface can be divided into two related functions:
probe feed measurement provided by the optical mouse and active
force feedback provided by the Phidgets interface unit. In the first
stage of the interface, the borescope probe passes underneath the
optical mouse. The braided cable enclosing the optical fibers of the
borescope provides a sufficiently rough surface to enable the opti-
cal sensors of the mouse to detect motion. The guide tube attached
to the base of the mouse constrains the motion of the probe such
that the optical sensors can pick up slight changes in the probe’s
translation and twist.

(a) Probe free with cams open. (b) Probe clamped by cams.

Figure 8: Motor operation with the motorized cam cleat (direction of
insertion is up). Note that once clamped, further insertion is pre-
vented, however, retraction of the probe is still possible.

The interaction of the motors with the simulation is more in-
volved. The cam cleat was specifically chosen because of its ser-
rated cams. Figure 8 depicts the two stages of the motor operation.
In Figure 8 (a), the position of the two motors is such that the cams
are open and the probe is free to pass through (in both forward and



reverse directions). Figure 8 (b) shows the position of the two mo-
tors that results in the cams clamping shut on the probe. The force
applied to the probe by the cams is just sufficient to prevent the
probe from moving in the forward direction but provides no hin-
drance to translation in the reverse direction. The serrated metal
cams grip the probe’s sheath and provide a slip-free hold on the
probe.

The servo motors are controlled with the Phidget motor interface
board. This board is connected to the computer through the USB in-
terface and is integrated into the virtual borescope simulator. When
there is no intersection of the virtual camera with the model geom-
etry, the servo motors are programmed to open the cams to allow
free motion of the probe. When the simulation detects intersection
between the virtual camera and the model geometry, the motors ro-
tate the cams shut. Note that we use only one pair of motors to
simulate force feedback in only one (the forward) direction.

4 EMPIRICAL EVALUATION

The purpose of the empirical evaluation was to gauge the effec-
tiveness of the haptic force feedback provided to probe users. We
hypothesized that haptic feedback would provide a measurable ef-
fect in simulator usage. We were also interested in users’ subjective
impressions of the device.

4.1 Experimental Design
A within-subjects design was used for this experiment due to the
limited pool of experienced borescope inspectors. We tested the
simulator under two conditions: visual only condition (V) and com-
bined visual and haptic condition (V+H). Haptic feedback consti-
tuted the independent variable. Time taken to complete inspection
of the virtual model served as the dependent variable. The alternat-
ing order of the two conditions was balanced evenly between sub-
jects so that half started with the visual only condition first while
the other half started with the combined condition.

4.2 Subjects
Eight participants (all male) were recruited to evaluate the virtual
borescope and the force feedback device. All participants were fa-
miliar with optical borescope inspection and had prior experience in
aircraft engine inspection (average experience was about 6 years).
The aims of the experiment were explained to all participants and
informed consent and demographic data collected prior to its com-
mencement. All participants were right-handed and were seated
during the testing phase of the experiment (Figure 9).

Figure 9: Experimental setup.

4.3 Apparatus and Stimulus
The simulator was run on a Dell 9300 laptop, equipped with 2 GB
RAM and a GeForce 6800 video card. The simulator’s visual out-
put was presented in a 1024×768 window on the 17′′ screen on
the laptop. The simulator maintained an interactive frame rate (60
fps) throughout the experiment. The laptop was placed on the table
directly in front of the participant.

The haptic box was placed about 6′′ to the right of the laptop
so that the participants used their dominant hand for the probe
feed, and their non-dominant hand to control the gamepad. An old
borescope probe, approximately 6 feet in length was manually in-
serted by the volunteers into the haptic box during the experiment.
To simulate the rotation of the turbine, one of the gamepad buttons
was mapped to modify the scene graph to rotate the turbine (in the
real task, turbine rotation is usually performed manually by the in-
spector or by an accomplice). The participant can visually observe
the turbine rotating when the button is pressed. The button was se-
lected such that the participant could control the manipulation of
the virtual camera with one hand on the gamepad.

In both test conditions, participants used the gamepad and the
probe feed to control the orientation and translation of the virtual
camera. The visual feedback that the participants received was the
same in both conditions. The only difference was the feedback that
the participants received when the software detected intersection
of the virtual camera with the engine model geometry. In the vi-
sual only condition (V), the only indicator of camera intersection
was visual, i.e., the simulator would not update the display until
the participant either changed the position of the camera by moving
the probe through the haptic box or changed the orientation of the
camera. In the visual and haptic condition (V+H), intersections of
the virtual camera with the model in the forward direction resulted
in the motors engaging the cam cleat to clamp on the probe. The
forces on the probe were calibrated such that it would not move in
the forward direction but could be pulled out easily. The clamps dis-
engaged when the participant either pulled out the probe or changed
the orientation of the virtual camera and there was no penetration
of the camera with the model.

Due to the use of the servo motors to control the force feedback,
it was observed that engaging and disengaging of the cam cleats was
accompanied by an audible noise from the motor. Prior research
has shown that auditory cues can influence task performance, either
when separate from visual cues or when used concurrently with
visual feedback [19]. To prevent the participant from using these
auditory cues, the device was completely enclosed to dampen the
motor noise. To further mask the cam cleat’s motor noise, a dummy
motor was placed in the haptic box which randomly changed its po-
sition and emitted a sound similar to the motors controlling the cam
cleats. Participants were informed that the noise was the probe feed
device working. The participants were intentionally kept unaware
of the contents of the box.

4.4 Procedure
To begin, participants filled out a brief inspection experience ques-
tionnaire. They were then seated in front of the test computer and
were instructed on the use of the gamepad to control the orienta-
tion of the virtual camera and the probe feed to control the position
of the camera. The starting position of all the participants was the
same. Participants were instructed to maneuver the camera through
the first stage of the stator and start the inspection of the rotor, as
they would normally do in the real task (see Figure 10).

Instead of defects in the model of the engine blades, visual mark-
ers in the form of a numbered sequence were used to guide the in-
spection process. The participants were instructed to first inspect
the leading edge of the blade and then the trailing edge. On com-
pletion of one face, they were asked to change the orientation of the
camera to inspect the back face of the next blade. Once they had



Figure 10: Inspection scenario (from left to right): top and side views inside the engine casing, with guide tube exit positioned just above the
stator; braided textured cylinder illustrates the typical path of the simulated borescope through the stator to its position during turbine (rotor)
blade inspection. Once in position, the task mainly consists of rotating the turbine to visually inspect each of its blades. Note that the user never
sees this external viewpoint—the user’s only viewpoint is from the tip of the borescope.

completed inspection of one blade, participants were asked to move
onto the next blade by pressing the gamepad button to turn the rotor
and repeat the inspection process.

In the first phase, participants were provided training with the
visual stimulus and the haptic box. This phase was untimed and
allowed familiarization of the control interfaces. Once users were
proficient in using the interfaces, they were asked to inspect the first
5 marked blades on the rotor under one of V or V+H conditions. On
completion of this first task, participants were given post-test and
workload questionnaires to complete. After a brief familiarization
phase with the second interface, participants performed the same
inspection process with the second interface. Participants then filled
out a second questionnaire followed by a post-test debriefing.

4.5 Data Collection
In addition to the subjective data collected in the form of question-
naire responses, we also collected performance data in terms of
time taken to complete each of the tasks. The questionnaire was
divided into three sections: visual realism, interface evaluation,
and perceived workload. The visual and interface related ques-
tions were derived from Witmer and Singer’s presence question-
naire [18], while the workload section was derived from the NASA
TLX questionnaire [6]. The responses for the all the questions were
on a 5-point Likert scale, with 1 indicating strong disagreement, 5
strong agreement, and 3 neutrality.

5 RESULTS

Performance data collected was time taken for completion of the
task. The average time taken for completion of the task with both
visual and haptic feedback (V+H treatment condition; mean time =
280.75 s) was shorter than the average time taken to complete the
task with only visual feedback (V condition; mean time = 306.50
s), although not significantly so (F(1,7) = 0.58, p = 0.47, n.s.),
according to a repeated measures one-way ANOVA. An ANOVA
performed on the completion times with the participants as the
blocking factor revealed the participant as a significant main ef-
fect (F(7,7) = 5.56, p < 0.05), as shown in Figure 11, indicating
significant variability between subjects.

Friedman’s test performed on the subjective data found signif-
icant difference in only one of the questionnaire responses (Q11;
χ2(1, N = 8) = 3.84, p < 0.05, see Table 1). Figure 12 shows the
average responses to the questions provided by the participants. In
the post-test debriefing, 6 out of 8 participants preferred the simula-
tor with force feedback, one had no preference for either condition
while the last had no comments.

6 DISCUSSION

Results indicate no significant effect of haptics on performance.
The data suggest a trend of participants completing the task faster

 0

 50

 100

 150

 200

 250

 300

 350

 400

 450

 500

V V+HT
im

e
 t

o
 c

o
m

p
le

ti
o

n
 (

s
e

c
.;

 w
it
h

 s
ta

n
d

a
rd

 e
rr

o
r)

Condition

Mean speed

 0

 50

 100

 150

 200

 250

 300

 350

 400

 450

 500

 1  2  3  4  5  6  7  8T
im

e
 t
o
 c

o
m

p
le

ti
o
n
 (

s
e
c
.;
 w

it
h
 s

ta
n
d
a
rd

 e
rr

o
r)

Subjects

Mean speed

Figure 11: Speed comparison between conditions and subjects: Vi-
sual (V ), Visual and Haptic (V+H).

with haptic feedback, but the significant variability among subjects
may be masking its effect on performance. The results, although
inconclusive, are in line with previous studies suggesting that hap-
tic feedback improves performance (mean time to task completion)
[15, 17]. Lack of significance in our performance analysis may be
due to the inspectors’ inexperience with a video borescope or the
simplicity of our chosen task, as explained below.

Participants in our study were experienced borescope inspec-
tors, but their inspection experience was mainly with the optical
borescope and not the video borescope we are simulating. Of the 8
participants, only 2 had prior experience with the video borescope,
while the remaining 6 had limited to no previous experience. Un-
like its video counterpart, the optical borescope has simpler probe
articulation controls and an eyepiece for visual feedback from the
probe’s tip that is much smaller than the video borescope’s screen.
We suspect that participants paid more attention to the visual output
due to its novelty, i.e., its larger field of view and higher resolution
than what they were accustomed to. Furthermore, because vision
tends to dominate touch (particularly when in conflict [11]), and
because the inspection task is inherently visual, it may be that hap-
tic feedback was simply ignored under present experimental condi-
tions (e.g., the task lacked a sufficiently compelling tactile compo-
nent to begin with).

Engine inspection is a repetitive process, where the inspector first
maneuvers the probe through the guide tube past numerous internal
components of the aircraft engine. Once the blades to be inspected
are in the borescope camera’s field-of-view, the interaction is lim-
ited to the articulation of the probe tip and hence the camera. In-
stead of translating the probe, the inspector rotates the blades to in-
spect the rest of the engine. Tactile feedback is not needed for this
task, rather, it is only needed when the inspector is maneuvering the
probe into and out of the engine—we conjecture this is when tactile



Visual section
1. I was involved by the visual aspects of the environment.
2. The visual aspects of the virtual environment seemed consistent with my real-world experiences.
3. I could examine objects from multiple viewpoints.
4. There was no delay between my actions and expected outcomes.
5. The visual display quality interfered with performing the task.

Control and workload interface section
6. The interactions with the environment seemed natural.
7. The mechanism which controlled movement through the environment seemed intuitive.
8. The control mechanism and/or control device was distracting.
9. Manipulating the borescope tip in the virtual environment seemed compelling.
10. I could concentrate on the task rather than on the mechanisms used to perform the task.
11. The mental and perceptual activity required (e.g., thinking, deciding, calculating, remembering, looking, searching, etc.) was very high.
12. The physical activity required (e.g., pushing, pulling, turning, controlling, activating, etc.) was very high.
13. I had to work (mentally and physically) very hard to accomplish my level of performance.
14. I felt frustrated (discouraged, irritated, stressed and annoyed versus gratified, content, relaxed and complacent) during the task.
15. I think I was successful in accomplishing the goals of the task.

Table 1: Subjective questionnaire.
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Figure 12: Subjective impressions (average) regarding system use.
Users’ responses were made on a 5-point Likert scale corresponding
to agreement with the questionnaire statements (1:strongly disagree,
. . ., 5:strongly agree) listed in Table 1.

response is most important for avoiding damage to the borescope
camera. In our experiment, participants were given a very simple
scenario where they navigated through just one set of stator blades
and performed a limited inspection of 5 blades of the turbine rotor.
As the inspection was performed mainly by changing the orienta-
tion of the camera through the gamepad controls, haptic feedback
was of little use during the actual visual inspection process.

The responses of the participants to the questionnaire revealed
that they perceived the visual stimulus to be somewhat similar to
that of the actual task (Q2). Since the visual stimulus was the same
in both experimental conditions, no significant difference condi-
tions was detected (none was expected). Participants reported that
they were involved in the task by the visual output of the simulator
(Q1) and that they could examine the objects from multiple view-
points (Q3). From the remaining responses concerning visual real-
ism (Q4 & Q5), we can infer that the interaction delay and visual
display characteristics of the simulator did not significantly alter the
perception of the inspection process. During the post-test debrief-
ing, participants commented on the visual realism of the simulator,
stating that it conveyed the engine inspection process accurately.

In the interface evaluation part of the questionnaire, participants

noted that the interaction with the environment seemed somewhat
natural (Q6). In the debrief some commented that they became “as
lost in this as the real thing” and most noted that they had trou-
ble getting used to the single-handed gamepad interface (although
their response regarding the intuitiveness of the control (Q7) was
neutral). Unlike the real control interface, we chose to use an off-
the-shelf gamepad, which is normally manipulated by both hands.
Since participants had to use their dominant hand to control the
probe feed, they had to use their non-dominant hand to balance and
control the gamepad. Also, most of the participants had experience
with the optical borescope where the control interface is simpler
than the video borescope’s. In this experiment, since the gamepad
was used equally in both conditions, we can infer that it did not have
any effect on performance. The neutral response to the question
concerning distraction of the control (Q8) supports this reasoning.

The workload effects portion of the questionnaire compared the
experience of using the virtual simulator under the two conditions.
Participants reported that the mental and perceptual activity re-
quired for the inspection task was significantly higher with the hap-
tic force feedback than without (Q11). This suggests that partic-
ipants may have found the provision of haptic feedback extrane-
ous in this particular task. Given the simplistic nature of the task,
and the limited opportunity for interaction of the probe tip with
the model surfaces, we believe that vision dominated the test sce-
nario. The addition of haptic feedback may have distracted partici-
pants (hampered their concentration; Q10) and required marginally
greater perceived mental and physical effort (Q12 & Q13).

Most participants reported in the debrief that the simulated rep-
resentation of the engine interior was visually realistic. However,
they found the unconstrained articulation of the camera not to be as
realistic as the actual optical borescope’s. They reported that un-
like the actual borescope, they could perform a full rotation of the
camera. Participants also mentioned that the control interface took
practice getting used to, but once they had experience using the ar-
ticulation controls, they felt proficient in using the gamepad. At the
end of the experiment, most participants noted that they preferred
the provision of haptic response over the purely visual interface.
Some noted that the combined interface “feels like the real thing”
and “you need to have some force when the borescope hits the en-
gine”. Overall they reported positive experience with the haptic
interface and one suggested that, for training purposes, intensive
training with the visual only condition for familiarization with the
control interface followed by simulator experience with haptic feed-
back would provide the best learning opportunity.



7 CONCLUSION & FUTURE WORK

We have presented the development and evaluation of a simple
haptic interface for borescope inspection. The interface is unique
in that it is simple to construct and is composed of readily avail-
able components that cost less than specialized force feedback de-
vices (e.g., the PHANToM). Performance evaluation of the haptic
response component suggests potential for benefit in performance
(speed), in line with previous results [17, 15]. Subjective evaluation
revealed that the majority of users preferred the combination of hap-
tic and visual feedback over a solely visual interface even though
they may have found the haptic response somewhat extraneous in
the present test scenario. Subjective responses also indicated that
participants’ perceived experiences and workload were not dissim-
ilar from those of the actual inspection process.

The development of the haptic virtual simulator stands to impact
current practices by engine inspection personnel using borescopes
to conduct inspection during maintenance. The ephemeral quality
of the virtual environment makes our simulator applicable to any
inspection task where a borescope is needed, e.g., aircraft or ship-
board engines.

Future enhancements to the simulator will include building cus-
tom interfaces for controlling the articulation of the camera. An up-
dated probe model, including the physical properties of the probe
for increased behavioral realism and constraints on the camera mo-
tion are planned. Realistic defect textures modeled on the defects
commonly found in the engines will be created and the geometry
texture mapped to increase the visual fidelity of the simulator. Hu-
man performance studies to determine the trade-offs between vi-
sual, haptic, and auditory feedback are planned to determine the
best metrics needed for accurate inspection training.

Estimating the minimum performance requirements of the simu-
lated interface will require comparison with the real task. Presently
we were only interested in isolating the effects of the system’s tac-
tile response. In future studies, we intend on increasing the com-
plexity of the task by increasing the number of stators for the probe
to snake through. The goal is to match the complexity of the real
world task and then to evaluate the utility of the simulator via em-
pirical training transfer experiments.

Note that haptic feedback is currently provided only when the
camera intersects the model geometry in the forward direction. In-
tersections of the camera when the probe is being withdrawn from
the haptic box do not result in any force feedback, although this
is somewhat important in the actual task. The borescope tip may
break if the articulated camera tip catches on a surface during ex-
traction. The reason for the lack of force feedback in our simulator
during extraction is twofold. First, the majority of probe maneuver-
ing takes place when the participant starts the inspection procedure.
Once the probe is positioned within the space between the two sta-
tor blades and the simulated engine inspection has begun, the pri-
mary motion is forward probe feed into the box accompanied by
camera articulation. Second, in the actual task, the inspector has
the option to reset camera articulation by pressing a “home” or re-
set button. This reduces the chances of probe entanglement and
tip breakage when being withdrawn. We therefore felt that at the
present time the most important probe contact forces that needed
to be simulated were forces in the forward direction. However, an
improved probe tip model would allow us to simulate the realistic
possibility of tip entanglement during probe withdrawal.
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