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Abstract

Spatial and channel re-calibration have become power-
ful concepts in computer vision. Their ability to capture
long-range dependencies is especially useful for those net-
works that extract local features, such as CNNs. While re-
calibration has been widely studied for image analysis, it
has not yet been used on shape representations. In this
work, we introduce re-calibration modules on deep neu-
ral networks for 3D point clouds. We propose a set of
re-calibration blocks that extend Squeeze and Excitation
blocks [11] and that can be added to any network for 3D
point cloud analysis that builds a global descriptor by hi-
erarchically combining features from multiple local neigh-
borhoods. We run two sets of experiments to validate our
approach. First, we demonstrate the benefit and versatil-
ity of our proposed modules by incorporating them into
three state-of-the-art networks for 3D point cloud analy-
sis: PointNet++[22], DGCNN [29], and RSCNN [18]. We
evaluate each network on two tasks: object classification
on ModelNet40, and object part segmentation on ShapeNet.
Our results show an improvement of up to 1% in accu-
racy for ModelNet40 compared to the baseline method. In
the second set of experiments, we investigate the benefits
of re-calibration blocks on Alzheimer’s Disease (AD) diag-
nosis. Our results demonstrate that our proposed methods
vield a 2% increase in accuracy for diagnosing AD and a
2.3% increase in concordance index for predicting AD on-
set with time-to-event analysis. Concluding, re-calibration
improves the accuracy of point cloud architectures, while
only minimally increasing the number of parameters.

1. Introduction

Deep neural networks are offering new possibilities for
shape analysis as they can learn a shape representation that
is optimal for the given task, instead of relying on pre-
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Figure 1: Classification accuracy (%) on Model-
Net40 with and without re-calibration. Blue: Base-
line method without re-calibration blocks. Red: Base-

line method re-calibrated using our channel-recalibration
block (CRB). Yellow: Baseline method re-calibrated us-
ing our spatial-recalibration block(SRB). Green: Baseline
method re-calibrated using our concurrent spatial-channel-
recalibration block (SCRB)

defined shape representations [1]. One of the most com-
mon networks for shape analysis is the PointNet [2 1], which
takes 3D point clouds as input. The core of the PointNet
architecture are a multi-layer perceptron that processes all
points, and a max pooling operation that creates a global
signature of the whole point cloud. By design, the PointNet
architecture does not encode local structures of the shape.
However, considering local structure and modeling spatial
correlations has been at the core of the success of convo-
Iutional neural networks (CNNs). The multi-resolution hi-
erarchy constructed by CNNs progressively captures fea-
tures at increasingly larger receptive fields. This allows the
network’s filters to focus on finer details in the first lay-
ers and aggregate them in the later levels to generate more
global features. Although the translation of these core con-



cepts from CNNs to shape analysis is challenging, as typ-
ical shape representations like point clouds and meshes do
not possess an underlying Euclidean or grid-like structure,
there have been multiple approaches proposed like Point-
Net++ [22],DGCNN [29], and RS-CNN [18].

An important addition to CNNs has been the re-
calibration of feature maps, as introduced by the winner of
the ImageNet 2017 challenge [!1]. Re-calibration blocks
explicitly model the interdependencies between the chan-
nels of the convolutional layers. As an extension, the re-
calibration of spatial features has been proposed together
with the concurrent channel and spatial re-calibration [24].
It was demonstrated that re-calibration can significantly im-
prove the overall performance with respect to the baseline
architecture, while only marginally increasing the number
of parameters.

Despite the wide success of re-calibration blocks in
CNNs for image analysis, we are not aware of previous
applications in shape analysis. In this work, we propose
channel and spatial re-calibration blocks on point clouds
and add them to a group of state-of-the-art point cloud ar-
chitectures. Fig. 1 shows the results for object classifica-
tion on ModelNet40 when adding re-calibration blocks to
PointNet++, RSCNN, and DGCNN. We can observe that
re-calibration blocks increase the accuracy for all architec-
tures. Next to object classification, we also evaluate the re-
calibration blocks for object part segmentation where we
also observe an improvement in performance with respect
to the baseline methods. Finally, we study the effect of re-
calibration on the diagnosis of Alzheimer’s disease. First,
we consider the classification of subjects with dementia and
we further model the progression to dementia via progres-
sion analysis.

To summarize, the main contributions of this work are:

1. Integration of re-calibration blocks in state-of-the-art
point cloud architectures.

2. Introduction of a new spatial re-calibration block.

3. Improvement in performance for all the baseline meth-
ods

4. State-of-the-art results in Alzheimer’s Disease diagno-
sis using 3D point cloud representations

2. Related Work

Deep Learning for 3D Point Cloud Analysis. One of
the first deep learning methods for 3D point cloud analysis
is PointNet [21], which extracts descriptors for each point
via a MLP, whose weights are shared across all points. A
subsequent max-pooling layer collapses individual descrip-
tors into a global point cloud descriptor. Due to this network
architecture, PointNet is unable to capture fine-grained local

geometric structures and is limited to solely describing the
overall shape of an object. To overcome this shortcoming,
other methods built on top of this approach with the goal
of capturing fine geometric structures [22, 39, 35]. Other
approaches operate conceptually similar to traditional con-
volutional operators, [12, 32, 34, 14, 18] define convolu-
tional kernels on a continuous space, where the neighbor-
ing points are weighted given the spatial distribution with
respect to the center. In addition, another family of meth-
ods aims to capture local relations between the points by
considering each point on the point cloud as a vertex of a
graph [30, 26, 38, 16, 2]. Capturing local structures within
a point cloud, as done in conventional CNNs, is what al-
lows the use of re-calibration blocks as the ones we propose
in this work.

Re-calibration Blocks for Image Analysis.
SENet [!1], GENet [10] and PSANet [40] propose
re-calibrating channel dependencies in a traditional 2D-
CNN for image analysis. CBAM [31] also adds spatial
re-calibration to the model. [24] proposed concurrent
spatial and channel re-calibration for medical image
segmentation and [23] extended these modules to work on
3D volumetric images. While re-calibration modules have
been studied extensively in computer vision and medical
image analysis, no previous work studied re-calibration for
3D shape analysis.

Self-Attention on point clouds. Self-attention networks
have been recently applied to point cloud analysis in [36,

]. However, unlike ours, these approaches propose an
end-to-end attention network, rather than a set of blocks that
can be added to other architectures in order to improve their
performance. In addition, they do not consider channel re-
calibration.

Anatomical shape analysis for Alzheimer’s Disease
Diagnosis. Prior work in shape analysis for estimating dis-
criminative models has mainly focused on the computation
of handcrafted features [19], such as volume and thickness
measures [3], medical descriptors [7], and spectral signa-
tures [28]. As an alternative, a variational auto-encoder was
proposed to automatically extract features from 3D surfaces
which were used for classification [25].

3. Methods

While re-calibration blocks for traditional CNNs for im-
age analysis are established, incorporating re-calibration
blocks into networks for 3D point clouds is challenging,
because 3D point clouds are sets, and not organized in a
grid-like structure like images. Thus, networks for 3D point
cloud analysis require a very different architecture from a
traditional CNN.

Given a 3D point cloud P = {py,...,py} with p; =
[z, i, 2] being the coordinates of point 7, let f; € R® be a
point descriptor associated with the i point, p; € P, and
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Figure 2: Main operations of a hierarchical network archi-
tecture. First a set of centroids are selected by sampling
a sub-set of points from the 3D point cloud. Then, in the
grouping a local neighborhood is defined. Finally a func-
tion h extracts local features for each neighborhood. In ad-
dition, we propose re-calibrating the features in order to
include global information in each step.

F = [fi,...,fx], the matrix of all point cloud descriptors.
A hierarchical point cloud architecture is usually composed
by three main operations (Figure 2): First, a subset of points
are sampled as centroids (e.g. Farthest Point Sampling).
Once the centroids have been selected a local neighborhood
is selected by grouping the closest points to each centroid
(e.g. query ball). Finally, the point descriptors associated
to each neighborhood are obtained using a feature extrac-
tion technique (e.g. convolution). While such networks
are able to capture fine-grained geometric information, their
local descriptors might be unaware of the global context.
We overcome this shortcoming by integrating global infor-
mation into local descriptors via re-calibration blocks. In
particular, we propose three different modules: channel re-
calibration block (CRB), spatial re-calibration block (SRB)
and the combination of both (SCRB), which are illustrated
in Fig. 3.

3.1. Channel re-calibration (CRB).

Channel re-calibration blocks aim to encode global in-
formation into the point descriptors’ channels. First, a
global average pooling across F € RV*C is computed,
yielding the vector z € R'*¢ with its j element being:

1 N
zjzﬁz:fi. (1)

The vector z is then transformed into z’ = WS (§(Wz)),
with WS € ROXT, W € RT*C being the weights
of two fully-connected layers and d(.) the ReLU opera-
tor. r is the reduction ratio of the bottleneck formed by the
two fully connected layers. z’ is passed through a sigmoid

layer, which creates re-calibration weights in the interval
[0,1]. Consequently, a(z;) can be seen as a relative mea-
surement of the j"-channel’s importance with respect to the
other channels and it can be used to obtain the channel re-
calibrated point cloud descriptors Fe, = [, ..., £/ n], with
t, =lo(z0)fin,-no(ze) ficl,i€{1,...,N}.

3.2. Spatial re-calibration (SRB).

While channel re-calibration blocks highlight the rele-
vant channels, taking into account all the point descriptors
at the same time, we would also like to study the opposite
case: highlight the relevant areas of the shape taking into
account all the channels. Hence, we need to map each lo-
cal point descriptor f; to a single value. This is achieved
by passing F through a convolution operator with weights
W e R*CX1 which generates q = W x F ¢ RN 1,
q is transformed into ' = W (§(W;7q)), with Wi¥ €
RVN*%, WP € R+ >N being the weights of two fully-
connected layers. The projection is now passed through a
sigmoid layer to obtain the activations o(q’). Therefore,
o(q}) can be seen as the importance of the i descriptor,
associated with the centroid p;, with respect to the other
descriptors. The spatially re-calibrated point cloud descrip-
tors are formed as Fy, = [0(q})f1,...,0(¢y)fn]. Notice
that we want to have the same property as for channel SE
and thus use a bottle neck layer to force the network to only
retain the most valuable information. This is in contrast to
[24], which only used sigmoid, because a bottle-neck for
2D weight matrices is not straight-forward.

3.3. Spatial and channel re-calibration (SCRB).

As seen in [24], max-out operators encourage a compet-
itive behaviour between both blocks and yielded best re-
sults. We therefore apply a per element max-out opera-
tor for combining both re-calibrated point cloud descrip-
tors. The simultaneously spatially and channel re-calibrated
point cloud descriptors Fy are: Fy. = max(Fp, Fep).

3.4. Baseline models

Our proposed re-calibration modules are versatile and
can be incorporated in any network for 3D point cloud anal-
ysis that builds a global descriptor by hierarchically com-
bining features from multiple local neighborhoods. We
evaluate our proposed blocks by extending three state-of-
the-art networks: (i) PointNet++ [22], (i) RSCNN [18], and
(iii) DGCNN [29].

3.5. Implementation details

All our blocks have been implemented in Pytorch. We
fix the re-calibration factor,r, to » = 2. As for the baseline
methods, we incorporated the blocks in the author’s Pytorch
implementations.
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Figure 3: Overview of our re-calibration blocks. a) Channel Re-calibration Block (CRB) pools the channel information into
a 1D vector z which is passed by a fully-connected bottle neck and sigmoid layer creating the re-calibration weights. The
input channels are multiplied by the re-calibration weights,obtaining F.;,. b) Spatial Re-calibration Block (SRB) yields the
spatial information into a 1D vector q, using a 1D convolutional layer with one channel as output. The vector is passed by
a fully-connected bottle neck and sigmoid layer creating the spatial re-calibration weights. The input point descriptors are
multiplied by the re-calibration weights, obtaining Fsp. c¢) The combination of both, Spatial and Channel Re-calibration
Block (SCRB),F s, is formed by per element max-out operation of F.; and F, .

PointNet++ We trained every model for 200 epochs. We a Cosine Annealing scheduler and a momentum of 0.9. The
use Adam as the optimizer with a learning rate of 0.001, batch size is 32 samples.

vs./hic.h decays by a factor of 0.7 every 20 epochs. The batch RS-CNN. Every model is trained for 200 epochs. Adam
size is 24 samples. is used as optimization algorithm. The learning rate begins

DGCNN We trained every model for 200 epochs. We with 0.001 and decays with a rate of 0.7 every 20 epochs.
use SGD as the optimizer with a learning rate of 0.1 using The momentum for BN starts with 0.9 and decays with a
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Figure 4: We position the re-calibration blocks after en-
coder and decoder layer in each network. The output of
fully connected layers or pooling operations do not get re-
calibrated, since they already include global information

rate of 0.5 every 20 epochs. The batch size is 32.!

4. Experiments

We divide our experiments in two families of tasks: i)
Object recognition (including classification and part seg-
mentation) and ii) Alzheimer’s Disease diagnosis (detection
and prognosis). The former will evaluate the effect of the re-
calibration blocks in different point-cloud neural networks
and benchmarks, giving us a better understanding of their
generalizability. The latter, given a fixed model, measures
the effect of re-calibration on the study of Alzheimer’s Dis-
ease progression, a field in which medical shape analysis is
very relevant.

4.1. Object recognition

Object recognition is a very relevant field within point
cloud analysis, given its broad scope of applications (e.g.
LIDAR systems). As such, a wide variety of benchmarks
have been proposed to evaluate current methods. Two of
the most popular ones are ModelNet40 [33] for classifica-
tion and ShapeNet [37] for part segmentation. For a fair
assessment of the re-calibration blocks, we include them
to three networks that capture local structures following
three different approaches: )by using a shared MLP (Point-
Net++) ii) by considering each point as a vertex of a graph
(DGCNN) and iii) by emulating traditional convolutional
operators (RS-CNN). We evaluate the re-calibrated version
of these three networks in the previously mentioned tasks.
The blocks are positioned after every encoder/decoder mod-
ule excluding the fully-connected parts of the architectures
(see Figure 4).

'While RS-CNN’s code for their multi-scale grouping for segmentation
is available, only the single-scale version for classification has been made
publicly available so far.

Method Baseline | +CRB +SRB +SCRB

PointNet++ 91.9 92.2 92.0 92.1
DGCNN 92.2 93.2 93.1 93.1
RS-CNN 92.2 92.5 92.3 924

Table 1: Classification accuracy (%) on ModelNet40 with
and without re-calibration.

4.1.1 Object classification on ModelNet40

Dataset The dataset contains 12,311 meshed CAD models
from 40 categories. 9,843 models are used for training and
2,468 models are for testing. 1024 points are sampled from
each 3D shape and we follow the pre-processing and aug-
mentation workflow described in each method’s original pa-
per in order to evaluate the effect of re-calibration alone.

Results Table 1 shows the performance of the baseline
models together with each re-calibration block. We can ob-
serve a clear performance improvement for all three mod-
els. In particular, DGCNN benefits the most from the ef-
fect of re-calibration. We believe this is due to the fact
that DGCNN builds the local neighborhood graph based
on the distance between the points on the features space.
Re-calibrating the feature space provides global informa-
tion to the model helps it creating a more complete under-
standing of the shape. In addition, DGCNN concatenates
all the intermediate features at the end before passing them
through the MLP layers, adding even more weight to the
re-calibration step. Also, the DGCNN network’s design
makes channel re-calibration more suitable, since while the
number of channels remain small along the convolutional
layers (64), the number of points is not reduced along the
network. Consquently, the number of parameters for chan-
nel re-calibration marginally increases (around 5%), while
spatial re-calibration almost duplicates the number of pa-
rameters. In opposition, PointNet++ and RS-CNN do not
experience such an improvement. We believe this is due
to the big correlation between the different local features.
First, PointNet++ uses Multi-scale grouping (MSG), which
captures features on different resolutions and concatenates
them in one feature vector. This has two effects on the re-
calibration: i) The channel features are highly correlated
since they describe the same region, biasing the channel
re-calibration; ii) The size of the radius (up to 0.8) causes
that each centroid shares most of its neighbors with the rest,
which diminishes the effect of spatial re-calibration (simi-
lar to last layers of a CNN where the receptive field is very
large, generating overlap between the regions). This last
phenomenon is also observed in RS-CNN, even though we
are comparing to its single scale version, it uses a fairly big
radius for the query ball sampling (up to 0.32).



MEAN | AREO BAG CAP CAR CHAIR  EAR  GUITAR KNIFE LAMP LAPTOP MOTOR MUG PISTOL ROCKET SKATE TABLE
PHONE BOARD
# SHAPES ‘ ‘ 2690 76 55 898 3758 69 787 392 1547 451 202 184 283 66 152 5271
POINTNET++ ‘ 81.8 ‘ 824 79.0 87.7 77.3 90.8 71.8 91.0 85.9 837 95.3 71.6 94.1 81.3 58.7 76.4 82.6
POINTNET++ W/ CRB 82.1 | 82.7 79.0 86.4 78.6 90.5 76.9 91.0 859 833 95.7 69.6 94.9 80.8 60.4 76.0 82.4
POINTNET++ W/ SRB 81.6 | 825 756 83.0 78.5 90.1 76.1 90.8 85.8  84.2 95.6 69.8 94.7 80.4 60.5 76.2 81.8
POINTNET++ W/ SCRB | 81.7 | 82.9 79.7 823 783 904 74.2 91.4 86.0  83.5 95.6 69.7 949 822 58.0 75.9 82.1

Table 2: Part segmentation results on ShapeNet part dataset for PointNet++ with the addition of re-calibration blocks (CRB,

SRB, SCRB). Metric is mIloU(%) on points.

MEAN | AREO BAG CAP CAR CHAIR  EAR  GUITAR KNIFE LAMP LAPTOP MOTOR MUG PISTOL ROCKET SKATE TABLE
PHONE BOARD
# SHAPES ‘ ‘ 2690 76 55 898 3758 69 787 392 1547 451 202 184 283 66 152 5271
DGCNN ‘ 80.3 ‘ 83.7 76.0 794 772 904 73.7 91.4 88.5 842 95.8 59.1 92,6 782 57.8 74.2 83.6
DGCNN w/ CRB 80.5 | 83.1 79.7 804 766 90.2 75.4 91.0 87.6 849 95.5 57.4 928 80.4 59.0 72.8 81.6
DGCNN w/ SRB 80.4 | 824 77.6 80.5 777 905 74.2 91.0 87.8 84.2 95.9 58.0 91.6 80.5 56.2 74.3 83.2
DGCNN w/SCRB | 80.3 | 81.9 73.8 822 77.2 90.0 75.7 91.0 87.9 84.4 95.2 57.8 934  80.0 59.0 72.2 82.4

Table 3: Part segmentation results on ShapeNet part dataset for DGCNN with the addition of re-calibration blocks (CRB,

SRB, SCRB). Metric is mloU(%) on points.

MEAN | AREO BAG CAP CAR CHAIR EAR GUITAR KNIFE LAMP LAPTOP MOTOR MUG PISTOL ROCKET SKATE TABLE
PHONE BOARD
# SHAPES ‘ ‘ 2690 76 55 898 3758 69 787 392 1547 451 202 184 283 66 152 5271
RS-CNN ‘ 84.0 ‘ 83.5 84.8 88.8 79.6 91.2 81.1 91.6 88.4  86.0 96.0 73.7 94.1 83.4 60.5 71.7 83.6
RS-CNN w/ CRB 84.2 | 844 842 89.1 793 913 80.9 91.6 87.6 85.3 96.0 75.4 94.2 82.4 62.8 77.1 83.6
RS-CNN w/ SRB 84.0 | 83.8 85.8 87.2 78.7 912 80.8 91.2 88.0 84.7 95.6 74.9 94.2 82.6 64.3 76.6 83.6
RS-CNN w/ SCRB | 84.2 842 88.4 90.0 787 914 75.7 91.3 87.2 85.9 95.9 74.5 95.2  84.6 61.7 78.3 83.6

Table 4: Part segmentation results on ShapeNet part dataset for RS-CNN with the addition of re-calibration blocks (CRB,

SRB, SCRB). Metric is mloU(%) on points.

4.1.2 Object part segmentation of ShapeNet

Dataset The objective in this task is to assign each point
from a point cloud set a part category label. The dataset con-
tains 16,881 3D shapes. For PointNet++ and RS-CNN, we
sampled 2048 points for a fair comparison with the results
reported on their original work. Due to memory constraints,
we had to reduce the number of points to 1024 for DGCNN.
Since DGCNN does not reduce the number of points across
the network, spatial re-calibration would be computation-
ally too expensive for that originally proposed number of
points (2048).

Results Tables 2,3,4 summarize the results for Point-
Net++, DGCNN (with 1024 points) and RS-CNN, respec-
tively. While the overall performance improvement is not
as big as in classification, classes like earphone obtain an
increase in performance up to 5%. We also observe that
Spatial re-calibration does not increase the performance of

PointNet++ and RS-CNN. We believe this is caused by the
high density of the point clouds (compared to the classifica-
tion tasks) that leads to a more unstable training (given the
high number of parameters of the MLP blocks).

4.2. Alzheimer’s Disease Diagnosis

Shape analysis plays and important tole in the study of
neuro-degenerative diseases. However, deep neural net-
works for 3D point cloud analysis have not been as widely
studied in this area as in computer vision. The current state-
of -the-art for Alzheimer’s disease prediction are based on
PointNet [8, 20]. Since PointNet’s architecture does not
allow for the integration of re-calibration blocks, we in-
stead consider its hierarchical version, PointNet++. For
Alzheimer’s disease prediction, we modified the originally
proposed architecture in the following ways. First, since
changes due to Alzheimer’s disease are small, we increase



METHOD ACCURACY PRECISION RECALL F1-SCORE

POINTNET 0.780 £0.025 0.808 £0.030 0.766 +0.041  0.771 £ 0.023
POINTNET++* 0.826 £0.028  0.846 +0.033  0.821 +0.041  0.825 £ 0.030
POINTNET++* W/ CRB 0.840 £0.045 0.849 £0.042 0.8224+0.035 0.829 £ 0.037
POINTNET++* W/ SRB 0.844 £+ 0.027 0.827 +£0.047 0.828 £0.061 0.826 4+ 0.030
POINTNET++* W/ SCRB  0.843 +0.023 0.830 £0.042 0.824 +0.049 0.808 &+ 0.029

Table 5: HC-AD classification results for ADNI. *We use a modified version of PointNet++, where the number of centroids
and radius of the query ball have been altered, as well as the grouping operation (using SSG instead of MSG).

METHOD C-INDEX

POINTNET 0.677 = 0.028
POINTNET++* 0.692 + 0.046
POINTNET++* W/ CRB 0.715 +0.024
POINTNET++* W/ SRB 0.702 £ 0.031
POINTNET++* w/ SCRB  0.701 + 0.038

Table 6: Results for progression analysis. *We use a modi-
fied version of PointNet++, where the number of centroids
and radius of the query ball have been altered, as well as the
grouping operation (using SSG instead of MSG).

the number of centroids in the first and second layer to 1024
and 256 respectively. Second, to reduce the overlap between
neighborhoods of centroids and obtain locally distinctive
features (as discussed in 4.1.1), we reduce the radius of the
query ball radius of the first and second layer to 0.1 and 0.2
respectively. Third, we use Single Scale Grouping(SSG)
instead of Multi-Scale Grouping(MSG), because we uni-
formly sample the points from the mesh of the anatomi-
cal structure to obtain a constant density of points across
the structure. We evaluate the performance of the network
on two clinical tasks. In diagnosis, we use a classification
model to distinguish healthy controls (HC) from patients di-
agnosed with Alzheimer’s diseases. In progression analysis,
we use a time-to-event model to predict the risk of progres-
sion from mild cognitive impairment (MCI) to AD. In our
experiments on Alzheimer’s Disease diagnosis, the chan-
nel re-calibration block was positioned after every encoder
layer, while the spatial and spatial-channel re-calibration
blocks are positioned only after the second encoder layer
since their centroids are more sparse and ,therefore, there is
less correlation between the local features.

Dataset We used data from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) [13]. For each patient, we

N

) max
Posterior

min

Medial

Lateral

Figure 5: Main activations of the spatial re-calibration
(SRB) for the HC-AD classification task. We observe that
the points on the medial part of the body in the subiculum
area, the lateral part of the body in the CAl area and the
inferior part of the hippocampus head in the subiculum area
are assigned higher weights, which is consistent with prior
research on AD related changes [15].

segmented the magnetic resonance image of the brain us-
ing FreeSurfer [6]. We focused on the left hippocampus,
given its importance in AD pathology [27]. To obtain hip-
pocampi point clouds, we sampled N = 1, 500 points from
the surface of the segmented structure. All point clouds are
centered on the origin and normalized so that their values
fit in the unit sphere. We only use one baseline scan per
patient (354 HC, 440 MCI and 275 AD) and validate our
models using Monte Carlo cross-validation [4] with 10 sets.
We split the data into training (70%), validation (15%), and
test (15%).



4.2.1 Alzheimer’s Disease Diagnosis

Table 5 summarizes the predictive performance. We ob-
serve that the PointNet++ without re-calibration outper-
forms PointNet by a 4.6% in accuracy. Further, the integra-
tion of re-calibration blocks increases the accuracy of the
prediction by an additional 1.8% (among other classifica-
tion metrics). In particular, spatial re-calibration has a much
bigger effect compared to ModelNet40 (section 4.1.1). We
believe this is caused by the decrease in radius, which re-
duces the overlap between neighborhoods and allows cap-
turing smaller changes, as observed in figure 5. As a conse-
quence, incorporating spatial, global information adds more
value than it would for neighborhoods with large overlap.
Also, using SSG instead of MSG as grouping technique,
make channel features become less redundant, and there-
fore CRB blocks have a much bigger effect on the final per-
formance. Finally, the number of parameters only increases
on a 5%, 4% and 9% for CRB,SRB and SCRB respectively
with respect to the baseline method.

4.3. Progression Analysis

As a second experiment, we predict the progression from
MCI to AD from censored and uncensored time-to-event
data. We select n = 440 ADNI MCI patients from whom
we have follow-up data (136 uncensored and 334 censored)
and make sure the ratio uncensored/censored is the same
between training and testing for each of the cross-validation
sets. We define ¢; > 0 as the time to conversion for subject ¢
and ¢; > 0 as censoring time (c; = oo for uncensored data).
Since we only have right-censored data (baseline scans are
available for all subjects), we define y; = min(¢;,¢;) and
d; = I(t; < ¢;) for every patient, with I(-) the indicator
function. We modify our model to predict a risk score in-
stead of a classification label. As loss function, we use a
deep neural network extension of Cox’s proportional haz-
ards model [5]

arg min &; |h(P;|©) —1o exp(h(P;|©
mn Y | 1PO) ~log | 3 exo(h(P;10)
(2)
with © being the parameters of the network, h, and R; =
{jly; > t;} therisk set, i.e., the subset of patients who were
not diagnosed with AD nearing ¢;. To evaluate the different
models, we use the c-index [9]. Table 6 summarizes the per-
formance of each method across all the sets. These results
echo our previous results in the classification task: incorpo-
rating re-calibration blocks leads to a significant improve-

ment compared to the baseline methods.

5. Conclusions

In this work, we have proposed versatile channel and
spatial re-calibration blocks for deep neural networks for

3D point cloud analysis. We showed that our blocks can be
integrated into three state-of-the-art networks: PointNet++,
DGCNN, and RS-CNN. We evaluated our proposed re-
calibration blocks on two computer vision benchmarks for
object recognition, and on a medical dataset on Alzheimer’s
disease. Our results show a significant improvement for ob-
ject classification on ModelNet40 and object part segmen-
tation on ShapeNet. In addition, our proposed methods
achieve state-of-the-art performance on Alzheimer’s dis-
ease diagnosis with 3D point clouds, while marginally in-
creasing the number of parameters of the existing methods.
In addition, we have visualized the re-calibration maps for a
better understanding of the functionality of these methods.

References

[1] M. M. Bronstein, J. Bruna, Y. LeCun, A. Szlam, and P. Van-
dergheynst. Geometric deep learning: going beyond eu-
clidean data. IEEE Signal Processing Magazine, 34(4):18-
42,2017. 1

[2] C. Chen, G. Li, R. Xu, T. Chen, M. Wang, and L. Lin. Clus-
terNet: Deep hierarchical cluster network with rigorously
rotation-invariant representation for point cloud analysis. In
CVPR, 2019. 2

[3] S. G. Costafreda, 1. D. Dinov, Z. Tu, Y. Shi, C.-Y. Liu,
I. Kloszewska, P. Mecocci, H. Soininen, M. Tsolaki, B. Vel-
las, et al. Automated hippocampal shape analysis predicts
the onset of dementia in mild cognitive impairment. Neu-
roimage, 56(1):212-219, 2011. 2

[4] W.Dubitzky, M. Granzow, and D. P. Berrar. Fundamentals of
data mining in genomics and proteomics. Springer Science
& Business Media, 2007. 7

[5] D. Faraggi and R. Simon. A neural network model for sur-
vival data. Statistics in medicine, 14(1):73-82, 1995. 8

[6] B. Fischl. FreeSurfer. Neurolmage, 62(2):774-781, 2012. 7

[7]1 K. Gorczowski, M. Styner, J.-Y. Jeong, J. Marron, J. Piven,
H. C. Hazlett, S. M. Pizer, and G. Gerig. Statistical shape
analysis of multi-object complexes. In Computer Vision and
Pattern Recognition, 2007. CVPR’07. IEEE Conference on,
pages 1-8. IEEE, 2007. 2

[8] B. Gutiérrez-Becker and C. Wachinger. Deep multi-
structural shape analysis: application to neuroanatomy. In
Medical image computing and computer-assisted interven-
tion (MICCAI), pages 523-531, 2018. 6

[9] F. E. Harrell Jr, K. L. Lee, and D. B. Mark. Multivariable
prognostic models: issues in developing models, evaluating
assumptions and adequacy, and measuring and reducing er-
rors. Statistics in medicine, 15(4):361-387, 1996. 8

[10] J. Hu, L. Shen, S. Albanie, G. Sun, and A. Vedaldi. Gather-
excite: Exploiting feature context in convolutional neural
networks. In Advances in neural information processing sys-
tems, pages 9401-9411, 2018. 2

[11] J. Hu, L. Shen, and G. Sun. Squeeze-and-excitation net-
works. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 7132-7141, 2018. 1, 2

[12] B.-S. Hua, M.-K. Tran, and S.-K. Yeung. Pointwise convo-
lutional neural networks. In CVPR, 2018. 2



[13]

(14]

[15]

[16]

(17]

(18]

(19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

(27]

C. R. Jack, M. A. Bernstein, N. C. Fox, P. Thompson,
G. Alexander, D. Harvey, B. Borowski, P. J. Britson,
J. L Whitwell, C. Ward, et al. The alzheimer’s disease neu-
roimaging initiative (adni): Mri methods. Journal of mag-
netic resonance imaging, 27(4):685-691, 2008. 7

Y. Li, R. Bu, M. Sun, W. Wu, X. Di, and B. Chen. PointCNN:
Convolution on x-transformed points. In NeurIPS, 2018. 2
O. Lindberg, M. Walterfang, J. C. Looi, N. Malykhin,
P. ()stberg, B. Zandbelt, M. Styner, D. Velakoulis,
E. Orndahl, L. Cavallin, et al. Shape analysis of the hip-
pocampus in alzheimer’s disease and subtypes of frontotem-
poral lobar degeneration. Journal of Alzheimer’s disease:
JAD, 30(2):355, 2012. 7

J. Liu, B. Ni, C. Li, J. Yang, and Q. Tian. Dynamic points
agglomeration for hierarchical point sets learning. In ICCV,
2019. 2

X. Liu, Z. Han, Y.-S. Liu, and M. Zwicker. Point2Sequence:
Learning the shape representation of 3D point clouds with
an attention-based sequence to sequence network. In AAAI,
2019. 2

Y. Liu, B. Fan, S. Xiang, and C. Pan. Relation-shape convo-
lutional neural network for point cloud analysis. In CVPR,
2019.1,2,3

B. Ng, M. Toews, S. Durrleman, and Y. Shi. Shape analysis
for brain structures. In Shape Analysis in Medical Image
Analysis, pages 3—49. Springer, 2014. 2

S. Polsterl, 1. Sarasua, B. Gutiérrez-Becker, and
C. Wachinger. A Wide and Deep Neural Network for
Survival Analysis from Anatomical Shape and Tabular
Clinical Data. In ECML PKDD 2019, pages 453464, 2020.
6

C. R. Qi, H. Su, K. Mo, and L. J. Guibas. Pointnet: Deep
learning on point sets for 3d classification and segmentation.
Proc. Computer Vision and Pattern Recognition (CVPR),
IEEE, 1(2):4,2017. 1,2

C.R. Qi, L. Yi, H. Su, and L. J. Guibas. Pointnet++: Deep
hierarchical feature learning on point sets in a metric space.
In Advances in neural information processing systems, pages
5099-5108, 2017. 1,2, 3

A. Rickmann, A. Roy, I. Sarasua, and C. Wachinger. Recali-
brating 3d convnets with project & excite. IEEE transactions
on medical imaging, 2020. 2

A. G. Roy, N. Navab, and C. Wachinger. Recalibrating fully
convolutional networks with spatial and channel “squeeze
and excitation” blocks. IEEE transactions on medical imag-
ing, 38(2):540-549, 2018. 2, 3

M. Shakeri, H. Lombaert, S. Tripathi, S. Kadoury, A. D. N.
Initiative, et al. Deep spectral-based shape features for
alzheimer’s disease classification. In International Workshop
on Spectral and Shape Analysis in Medical Imaging, pages
15-24. Springer, 2016. 2

G. Te, W. Hu, A. Zheng, and Z. Guo. RGCNN: Regular-
ized graph CNN for point cloud segmentation. In ACM MM,
2018. 2

P. M. Thompson, K. M. Hayashi, G. I. De Zubicaray, A. L.
Janke, S. E. Rose, J. Semple, M. S. Hong, D. H. Herman,
D. Gravano, D. M. Doddrell, et al. Mapping hippocampal

(28]

(29]

(30]

(31]

(32]

(33]

[34]

[35]

(36]

(37]

(38]

(39]

[40]

and ventricular change in alzheimer disease. Neuroimage,
22(4):1754-1766, 2004. 7

C. Wachinger, M. Reuter, A. D. N. Initiative, et al. Domain
adaptation for Alzheimer’s disease diagnostics. Neuroimage,
139:470-479, 2016. 2

C. Wang, B. Samari, and K. Siddiqi. Local spectral graph
convolution for point set feature learning. In ECCV, 2018. 1,
2,3

Y. Wang, Y. Sun, Z. Liu, S. E. Sarma, M. M. Bronstein, and
J. M. Solomon. Dynamic graph CNN for learning on point
clouds. ACM TOG, 2019. 2

S. Woo, J. Park, J.-Y. Lee, and I. So Kweon. Cbam: Convo-
lutional block attention module. In Proceedings of the Eu-
ropean conference on computer vision (ECCV), pages 3-19,
2018. 2

W. Wu, Z. Qi, and L. Fuxin. PointConv: Deep convolutional
networks on 3D point clouds. In CVPR, 2019. 2

Z. Wu, S. Song, A. Khosla, F. Yu, L. Zhang, X. Tang, and
J. Xiao. 3d shapenets: A deep representation for volumetric
shapes. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), June 2015. 5

Y. Xu, T. Fan, M. Xu, L. Zeng, and Y. Qiao. SpiderCNN:
Deep learning on point sets with parameterized convolu-
tional filters. In ECCV, 2018. 2

X. Yan, C. Zheng, Z. Li, S. Wang, and S. Cui. Pointasnl: Ro-
bust point clouds processing using nonlocal neural networks
with adaptive sampling. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 5589-5598, 2020. 2

J. Yang, Q. Zhang, B. Ni, L. Li, J. Liu, M. Zhou, and Q. Tian.
Modeling point clouds with self-attention and gumbel subset
sampling. In CVPR, 2019. 2

L. Yi, V. G. Kim, D. Ceylan, I.-C. Shen, M. Yan, H. Su,
C. Lu, Q. Huang, A. Sheffer, and L. Guibas. A scalable ac-
tive framework for region annotation in 3d shape collections.
ACM Trans. Graph., 35(6), 2016. 5

Y. Zhang and M. Rabbat. A Graph-CNN for 3D point cloud
classification. In ICASSP, 2018. 2

H. Zhao, L. Jiang, C.-W. Fu, and J. Jia. PointWeb: Enhanc-
ing local neighborhood features for point cloud processing.
In CVPR, 2019. 2

H. Zhao, Y. Zhang, S. Liu, J. Shi, C. Change Loy, D. Lin,
and J. Jia. Psanet: Point-wise spatial attention network for
scene parsing. In Proceedings of the European Conference
on Computer Vision (ECCV), pages 267-283, 2018. 2



