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Abstract

Methods for learning on 3D point clouds became ubiq-
uitous due to the popularization of 3D scanning technol-
ogy and advances of machine learning techniques. Among
these methods, point-based deep neural networks have
been utilized to explore 3D designs in optimization tasks.
However, engineering computer simulations require high-
quality meshed models, which are challenging to automat-
ically generate from unordered point clouds. In this work,
we propose Point2FFD: A novel deep neural network for
learning compact geometric representations and generat-
ing simulation-ready meshed models. Built upon an au-
toencoder architecture, Point2FFD learns to compress 3D
point clouds into a latent design space, from which the net-
work generates 3D polygonal meshes by selecting and de-
forming simulation-ready mesh templates. Through bench-
mark experiments, we show that our proposed network
achieves comparable shape-generative performance than
existing state-of-the-art point-based generative models. In
real world-inspired vehicle aerodynamic optimizations, we
demonstrate that Point2FFD generates simulation-ready
meshes of realistic car shapes and leads to better optimized
designs than the benchmarked networks.

1. Introduction

Geometric data are ubiquitous in engineering design pro-

cesses. During product development, engineers define dif-

ferent representations of 3D shapes to explore solutions,

analyze performance and verify the compliance to manu-

facturing standards. However, handcrafted design features

often bias the design exploration and constrain the solutions

[42]. Furthermore, since these representations are often

product-specific, this approach hinders the exploitation of

engineering expertise embedded in similar previous prod-

ucts by transferring design properties.

Recently proposed geometric deep learning architectures

address some of these challenges by enabling automated

feature learning on unstructured data [5]. Autoencoder net-

works are particularly suitable for learning design features

for engineering optimization, since autoencoders both com-

press geometric data into low-dimensional representations

and learn a shape-generative model [43, 2, 37, 14, 38]. Fur-

thermore, networks for learning on 3D point cloud data be-

came widespread in the literature due to the data availability

and simplicity of the representation [3, 16].

However, simulation-based design optimization algo-

rithms often require designs represented as high-quality

polygonal meshes. Meshing unordered 3D point clouds

is an ill-posed problem, difficult to automate, and usu-

ally requires manual tuning and verification [3]. Recently,

researchers approached the mesh reconstruction task with

deep neural networks (DNNs). In these approaches, the

DNNs either mesh point clouds as a post-processing task

[40, 18, 36], or combine additional information, e.g. struc-
tural or shape priors, to learn mesh representations from 3D

point clouds [27, 45, 14]. Nonetheless, the literature still

lacks a method that addresses both simultaneously, repre-

sentation and reconstruction of 3D representations tailored

for engineering simulations.

In this paper, we propose Point2FFD1: An artificial neu-
ral network for automated generation of simulation-ready

3D meshes from learned latent representations. Our pro-

posed architecture builds upon a 3D point cloud autoen-

coder to compress point cloud data into low-dimensional

latent vectors. From the latent space, a two-branch network

generates simulation-ready meshes by selecting and de-

forming existing mesh templates parameterized with free-

form deformation (FFD). A 3D polygonal mesh is said

simulation-ready if the mesh is artefact-free and suitable for

performing engineering computer simulations, e.g., com-

1Source code available in our repository GDL4DeisgnApps

(https://github.com/HRI-EU/GDL4DesignApps.)
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puter fluid dynamics (CFD). Hence, Point2FFD generates

meshed 3D models with diverse topology, which avoids in-

tense post-processing, as required for 3D point clouds, and

allows engineers to directly manipulate simulation meshes,

reducing the computational effort during optimizations.

We outline this paper as follows: In Section 2, we survey

the literature related to our work and discuss the state-of-

the-art on data-driven design representations. In Section 3,

we present the Point2FFD architecture, as well as the uti-

lized techniques to sample 3D point clouds, network hyper-

parameters and training settings. In Section 4, we provide

details on the set-up and results of two experiments. First,

we benchmark the performance of Point2FFD against sim-

ilar 3D point cloud autoencoders used in engineering opti-

mization. Second, we apply the representations learned by

Point2FFD in real-world inspired vehicle aerodynamic op-

timization experiments. Finally, in Section 5, we conclude

this paper with a summary and outlook of our work.

2. Related Work
Deformation-based design representations. In opti-

mization, engineers prefer compact design representations

to balance computational efficiency and design flexibility

[48, 42]. Specifically for simulation-based shape optimiza-

tion problems, the simulation algorithms often require 3D

shapes represented as refined polygonal meshes, which are

computationally expensive to generate. Hence, for this class

of problems, deformation-based representations are often

more efficient, since the methods operate directly on the

vertices of the meshes used for simulations and reduce the

number of re-meshing steps during an optimization [17].

Free-form deformation (FFD) is a prominent shape mor-

phing technique [39]. FFD represents the deformation of

3D polygonal meshes by mapping the vertices to a low-

dimensional lattice of control points utilizing tri-variate

Bernstein polynomials. The control points operate as de-

sign features and intuitively deform the mesh when dis-

placed in the 3D Cartesian space (Fig. 1). Depending on the

amount of deformation and configuration of the lattice, FFD

preserves the quality of the embedded mesh within reason-

able tolerance and, thus, the quality of the simulation results

[30, 11, 17].

xy
z Control points

Initial configuration Deformed mesh

FFD

y
z Cont

FFD Lattice

Figure 1. Deformation of a car shape using standard FFD tech-

niques proposed in [39].

Many works explore FFD and variations of the technique

in design optimization problems, particularly in the context

of aerodynamic applications using CFD [29, 30, 31, 41,

22, 47]. However, FFD still requires human expertise to

set up the lattice and select the degrees of freedom, which

is challenging for unexperienced designers. Furthermore,

FFD only generates isomorphic meshes, which constrains

the design exploration. Point2FFD addresses these chal-

lenges by learning the design representations and by gener-

ating shapes based on templates with different topology.

3D point cloud autoencoders. The interest on learn-
ing point cloud data has been increasing due to the flexi-

bility and low computational effort required to process 3D

point clouds [16]. For 3D design tasks, point clouds also

enable engineers to learn generative models on shapes with

different topology, which is a current restriction for learn-

ing on polygonal meshes [6]. Furthermore, computer aided

engineering (CAE) models are often aligned, scaled and the

point cloud data derived from these models lack artifacts

observed in scanned 3D shapes.

Qi et al. [8, 32] pioneered the research on deep neu-
ral networks for learning point cloud data. The authors

in [2, 46] extend these networks to deep-generative mod-

els of 3D point clouds. In [34], the authors use a variation

of the architecture given in [2] to learn latent representa-

tions of vehicle designs for a target-shape matching opti-

mization, and in [35] they verify the scalability of the archi-

tecture to higher-dimensional CAE models. In [35], the au-

thors exploit the transfer of the latent variables learned with

the same autoencoder to foster commonality and knowl-

edge transfer between shapes in a multi-task vehicle aero-

dynamic optimization problem. The authors in [38] extend

the network to a variational autoencoder and assess the ef-

fects of the regularization of the latent space on the shape-

generative capabilities of the autoencoder.

Yet, since these networks process input data with point-

wise operators, the latent features miss global shape in-

formation and encode a notion of occupancy of the input

space [36]. The works presented in [13, 26, 20] address

the feature aggregation issues with more complex architec-

tures, but for shape segmentation and classification tasks.

Umetani [43] proposed to re-parameterize CAEmodels into

organized point clouds, which the author used to learn 3D

shapes. Although effective, the proposed autoencoder com-

prises only fully-connected layers, which scale poorly to

higher-dimensional point clouds.

3D mesh-generative models. In practice, automated

post-processing of 3D point clouds into CAE meshes is the

main challenge for applying deep-generative models in en-

gineering optimization. Most of the well-known techniques,

e.g. Poisson [23], ball-pivoting algorithm [4] and graph-cut
minimization [21], require manual tuning and verification,

which is undesired in automated optimization pipelines.
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Recent works propose novel DNNs for re-meshing unor-

ganized point clouds. PointTriNet [40] triangulates points

in R3 by combining two networks to search and classify

samples in a point cloud. Point2Mesh [18] matches the ver-

tices of a template mesh to an input point cloud by leaning

shape priors and, thus, avoids any pre-training of the net-

work. Rios et al. [33] proposed a method to search proto-
typical meshes for recovering the surfaces on point clouds

using target-shape matching optimization with FFD.

The autoencoder-based networks proposed in [15, 45]

learn both, shape representation and surface reconstruction.

Given a pair with target and template shapes, the network

learns to deform the vertices of the template mesh to match

the target shape. Li et al. [27] proposed the GRASS au-
toencoders for learning latent representations and shape re-

constructions based on the hierarchical structures of 3D de-

signs. Finally, based on GRASS, Gao et al. [14] proposed
SDM-NET: A variational autoencoder that learns to deform

and combine shape primitives to generate meshed geome-

tries with different topologies.

Instead of envisioning shape generation as an isolated

task, we tailored Point2FFD to address the efficiency in

engineering design optimization with learning-based rep-

resentations. Our objective is to leverage engineering ex-

pertise embedded in templates of simulation-ready meshes

parameterized with FFD to both, improve the quality of the

simulation results and speed up the simulation setup dur-

ing the optimization. Furthermore, the network still learns

a compact design parameterization, which improves the

performance of optimization algorithms by simplifying the

search space.

3. Methods
In the following, we first describe the Point2FFD archi-

tecture (Section 3.1) and data set pre-processing utilized to

train the network (Section 3.2). Then, we describe the base-

line hyperparameters of the network, the algorithm and re-

spective settings for training Point2FFD (Section 3.3).

3.1. Point2FFD Architecture

The Point2FFD architecture comprises two parts: An en-

coder and a shape-generative model (Fig. 2). By compress-

ing the input data through the encoder, the network learns

a compact design representation, the so-called latent space

(Z). The shape-generative model is a two-branch network
that selects a simulation-ready mesh template from a pool

of available FFD-parameterized CAE models based on the

latent representation, and predicts the lattice deformation to

match the mesh template to the input shape.

The encoder follows the network proposed in [35] with

five 1D convolutional layers. The first four layers are ac-

tivated with rectified linear unit (ReLU) and the last layer

with a hyperbolic tangent function. After the convolutions,

a max-pooling operator reduces the dimensionality of the

input data to a Lz-dimensional vector Z
0 ∈ [−1, 1]Lz .

The latent representation Z is obtained by adding Gaussian
noise to Z0 (Eq. 1). During the training, the noise increases

the robustness of the shape-generative model without re-

quiring and additional term in the loss function that needs

to be weighted, as in a variational autoencoder [38]. Hence,

γ is set to 1 only for training the model and σ2 is defined

according to the desired level of noise.

Z = Z0
(
1+ γN (0, σ2)

)
(1)

Following the latent space, the shape-generative model

is divided into two branches. In the first, a multi-layer per-

ceptron (MLP) selects the mesh template based on the sim-

ilarity to the input shape. The MLP consists of two lay-

ers, where the first is activated with ReLU and the sec-

ond with a softmax function. Thus, the index of the se-

lected template corresponds to the index of the neuron with

maximum softmax activation (winner-takes-all). In the sec-

ond branch, a decoder predicts the displacement ΔV of the
control points that parameterize the template. The decoder

comprises three fully-connected layers with only the first

two activated by ReLU.

The network forwards the selected template and pre-

dicted lattice deformation to an FFD operator [39]. We de-

fine a template as a pair (B, V ) of FFD parameters, where
B is the matrix of the tri-variate Bernstein polynomial co-

efficients, and V is the vector with the coordinates of non-

deformed control points. Each coefficient ba,p in B is de-

fined by the transformed coordinates (s, t, u) ∈ [0, 1]3 of a
point a sampled from the template mesh (Eq. 2), and the
position p = (i, j, k) of a control point v in a (l ×m × n)-
lattice (Eq. 3). Hence, the FFD operator that computes the

Sdef deformed nodes of the template mesh is defined by

Sdef = B(V +ΔV ).

(sa, ta, ua) =

(
xa − x0

xspan
,
ya − y0
yspan

,
za − z0
zspan

)
(2)

ba,p = (1− s)l−isi

[
(1− t)m−jtj

[
(1− u)n−kuk

]]
(3)

3.2. Data Set Processing

Prior to the training, we sample the input and tem-

plate shapes with the shrink-wrapping algorithm proposed

in [35]. First, we fit an initial mesh of a rectangular box to

the dimensions of a target shape. Then, the algorithm iter-

atively approximates the vertices xi of the initial shape to

the corresponding nearest vertices xn,i in the target shape,

given a step size α (Eq. 4). After a defined number of it-
erations t, the algorithm relaxes the shrank mesh using a
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Figure 2. Point2FFD architecture and data flow for training the network.

Laplacian-based filter [44] to improve the distribution of

the points. We shrink-wrap the geometries using step size

α = 0.5 [25] for six iterations, and smooth the shapes in a
single step.

xt+1
i = xt

i + α(xt
n,i − xt

i) (4)

Shrink-wrapping generates organized 3D point clouds,

which follow the vertex assignment of the initial mesh.

Hence, since all shapes are sampled prior to the training and

the point correspondence is known, it allows us to simplify

the loss function and, thus, to increase the computational

efficiency of the training algorithm.

3.3. Network Settings and Training

Network hyperparameters. The baseline hyperparam-
eters of Point2FFD are based on the architectures proposed

in [2, 38, 35] (Table 1). For training the model, we utilize

γ = 1 and σ2 = 9.70E-03 to restrict the noise to a level
of 2.5% with 99% confidence interval. In shape-generative

tasks, the noise is removed by setting γ = 0.
For training Point2FFD, the weights and biases are ini-

tialized randomly according to a normal distribution with

mean μ = 0 and standard deviation σ2 = 1E-02. In partic-
ular, by initializing the decoder (layers 7d to 9d) with lower
σ2 values avoids the network to learn local optima solutions

by self-intersecting the template meshes.

Loss function. The loss function for training Point2FFD
comprises 2 terms (Eq. 5). The first term computes the

reconstruction error defined by the mean-squared distance

(MSD) between corresponding points xi, i = (1, ..., N) and
x̃i in the input and output point clouds, respectively. Since

the similarity between template and input geometries im-

proves the quality of the shape matching [33], the second

term computes a weighted-average of the MSD between

Table 1. Baseline hyperparameters of the Point2FFD architecture.

Layer Type Activation Features Output
Encoder

1 1D-C ReLU 64 [N, 64]

2 1D-C ReLU 128 [N, 128]

3 1D-C ReLU 128 [N, 128]

4 1D-C ReLU 256 [N, 256]

5 1D-C tanh 128 [N, 128]

Latent layer
6 max-pool + N (0, σ2) 128 [1, 128]

Decoder
7d FC ReLU 768 [256, 3]

8d FC ReLU 768 [256, 3]

9d FC None 3(lmn) [(lmn), 3]
MLP

7m FC ReLU 25 [25, 1]

8m FC softmax K [K, 1]

Acronyms and variables: 1D convolution (1D-C), point cloud size (N ),
fully-connected layer (FC) and number of available templates (K). The
indices m and d in the layers indicate MLP and decoder, respectively.

the available K templates and input shapes. The weight

for each template is defined by the corresponding output ρj
of the MLP-classifier. Thus, the second term is minimized

when the MLP yields the highest selection probability ρj to
the template with lowest MSD value (highest similarity).

L =
1

N

N∑
i=1

‖xi − x̃i‖2 +
K∑
j=1

ρj
N

(
N∑
i=1

‖xi − xj
i‖2
)
(5)

Despite requiring ordered point clouds, MSD has ad-

vantages over permutation invariant functions, e.g. Cham-
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fer Distance [12]. MSD is computationally more efficient,

since the correspondence between points on different point

clouds is known and fixed, and preserves the permutation-

invariance of the features calculated by the encoder. For the

same reason, MSD also avoids learning deformations with

self-intersections, which reduce the quality of the shape re-

constructions.

Training algorithm. In our experiments, we train

Point2FFD using the Adam optimizer [24]. We set the algo-

rithm with learning rate η = 1.00E-04, momenta β1 = 0.9
and β2 = 0.999, and maximum number of epochs to 750.
We split the data set into 90% and 10% partitions for train-

ing and testing, respectively, which are fed to the network

in randomly shuffled batches of 50 shapes.

4. Experiments
In this section, we assess the performance of Point2FFD

in two sets of experiments. First, we benchmark our pro-

posed network against the point cloud autoencoders on

which we base our Point2FFD architecture. Second, we

implement Point2FFD as shape-generative model in a real-

world vehicle aerodynamic optimization problem, and com-

pare the results to an analogous optimization performed

with the point cloud autoencoder utilized in [35].

4.1. Verification Analyses

In our verification analyses, we utilized shapes from the

car and airplane classes of ShapeNetCore [7]. We sam-

pled the shapes according to the methods in Section 3.2

and tested Point2FFD in four different scenarios (Table 2).

We evaluated the scalability of Point2FFD by increasing the

point cloud size from Scenario A to Scenario B, as well as
the performance of the classifier in Scenario D by mixing

the object classes.

Table 2. Scenarios for benchmarking the networks.

Scenario Classes Point cloud size K
A Car 6146 1

B Car 24578 1

C Airplane 24578 1

D Car & Airplane 24578 2

Acronyms and variables: Number of templates (K).

In all experiments, the data sets comprised 3450 ran-

domly selected shapes and equal splits between the classes

(Scenario D). Furthermore, we selected a single mesh tem-
plate per class based on the similarity to the mean shape of

each class (Fig. 3). We embedded the mesh templates in a

lattice with l = 16, m = 6 and n = 6 control planes in s-,
t- and u-direction, respectively.

We benchmarked Point2FFD against three point cloud

autoencoders with similar architecture: The autoencoder

Figure 3. Mesh and sampled point clouds of the template models

selected for the verification experiments.

proposed in [2] (PC-AE-Achlioptas), the modified version

proposed in [35] (PC-AE-Rios), and the variational autoen-

coder proposed in [38] (PC-VAE). We selected the first two

networks because PC-AE-Rios is trained with MSD instead

of Chamfer Distance (CD) [12]. Hence, the differences in

computational demand and reconstruction quality depend

almost exclusively on the different loss functions. We also

considered the PC-VAE in our analyses to compare the la-

tent representation learned with Point2FFD to a regularized

latent space. In all cases, we set the networks to the same

latent space dimensionality (128) and utilized the networks’

hyperparameters proposed in the reference work.

We implemented the architectures using Python with

Tensorflow®for computation on Graphic Processing Units

(GPU). In Scenario A, we trained the models on a ma-
chine with two CPUs Intel®Xeon®Silver, clocked at 2.10

GHz, and four GPUs NVidia®GeForce®RTX 2080 Ti

with 12 GB each. For the remaining scenarios, we uti-

lized a machine with similar CPUs, however with 2 GPUs

NVidia®Quadro®RTX 8000 with 48 GB each. In all cases,

the networks were trained on a single GPU and with the

machines under similar workload.

We evaluated the performance of the networks based on

three main criteria: number of parameters, training runtime

and reconstruction losses (Table 3). The first two criteria

provide an insight on the computational effort to generate

the models. The third criterion, measured with CD, indi-

cates the performance of the networks as shape-generative

models.

Number of parameters and runtime: Since

Point2FFD predicts the deformation of an FFD lat-

tice, the number of trainable parameters is invariant with

the point cloud size. However, the matrix B of polynomial

coefficients scales with the dimensionality of the point

clouds and lattice. Hence, Point2FFD processes point

clouds more efficiently, but requires larger memory allo-

cation (total variables) to store the FFD parameters. This

result is particularly evident in the Point2FFD runtime

of Scenarios B, C and D, which is similar to PC-AE-
Achlioptas. Furthermore, when comparing the runtime

of PC-AE-Achlioptas and PC-AE-Rios, we concluded

that the MSD reduces the computational effort compared

to CD, especially in higher-dimensional point clouds, as

previously discussed. In all cases, the PC-VAE required the

highest computational effort, which was expected.
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Table 3. Performance of the selected networks in learning shape-generative models in the Scenarios A to D.
Scenario A: Car class, point cloud size: 6146 points

Network PC-AE-Achlioptas PC-AE-Rios PC-VAE Point2FFD

Loss function CD [12] MSD α1CD + α2 KL-D MSD + MSDproto
Free variables 1 831 942 1 831 942 1 897 606 392 563
Total variables 1 831 942 1 831 942 1 897 606 3 934 387

CDtraining (1.34± 0.03)E-04 (9.37± 0.57)E-05 (5.59± 0.82)E-04 (5.67± 0.39)E-05
CDtest (1.34± 0.09)E-04 (8.93± 1.41)E-05 (5.03± 2.62)E-04 (5.52± 1.07)E-05
Runtime 1 h 45 min 19 s 1 h 42 min 24 s 2 h 34 min 2 s 2 h 7 min 21 s

Scenario B: Car class, point cloud size: 24578 points

Free variables 6 605 830 6 605 830 6 671 494 392 563
Total variables 6 605 830 6 605 830 6 671 494 14 552 219

CDtraining (1.00± 0.03)E-04 (1.05± 0.06)E-04 (4.10± 0.79)E-04 (4.04± 0.09)E-05
CDtest (1.05± 0.11)E-04 (1.03± 0.17)E-04 (4.99± 3.03)E-04 (4.95± 0.99)E-05
Runtime 4 h 32 min 40 s 3 h 42 min 13 s 6 h 39 min 58 s 4 h 43 min 23 s

Scenario C: Airplane class, point cloud size: 24578 points

CDtraining (8.90± 0.27)E-05 (1.47± 0.06)E-04 (4.58± 0.28)E-04 (1.69± 0.06)E-04
CDtest (9.61± 1.05)E-05 (1.48± 0.19)E-04 (4.62± 0.79)E-04 (1.80± 0.24)E-04
Runtime 4 h 29 min 17 s 3 h 42 min 22 s 6 h 31 min 50 s 4 h 35 min 39 s

Scenario D: Car and airplane classes, point cloud size: 24578 points

Total variables 6 605 830 6 605 830 6 671 494 28 709 875

CDtraining (1.34± 0.05)E-04 (1.43± 0.06)E-04 (5.48± 0.52)E-04 (1.36± 0.11)E-04
CDtest (1.31± 0.10)E-04 (1.44± 0.18)E-04 (4.26± 1.08)E-04 (1.43± 0.35)E-04
Runtime 4 h 31 min 5 s 3 h 43 min 3s 6 h 38 min 27 s 4 h 39 min 53 s

KL-D indicates the Kullback-Leibler divergence and the variables α1, α2 the weights for scaling the components of the loss function.

Reconstruction losses: We utilized CD to calculate the
losses on the training and test sets. For a 95% confi-

dence interval, we observed that Point2FFD achieved re-

construction quality at least comparable to the other meth-

ods. Since the networks trained with CD performed bet-

ter on the data sets with airplane shapes, we visually in-

spected reconstructed samples from Scenario D (Fig. 4).

We observed that PC-AE-Achlioptas and PC-VAE differen-

tiated the shape topologies better than the other networks,

but generated fuzzier point clouds. We also noticed that

Point2FFD generated sharper geometries than PC-AE-Rios,

which were over-smoothed. Therefore, we concluded that

the shape reconstruction based on templates improves the

quality of the generated models on networks trained with

MDS-based loss functions (Fig. 4).

We also compared the templates assigned by Point2FFD

to the classes of the shapes in Scenario D. We visualized the
latent space by embedding the latent representations into a

2D space using UMAP [28] (Fig. 5). Point2FFD correctly

identified ≈ 93% of the labels and, despite the differences

to the ground truth, the representations of airplanes and cars

are clearly divided in the latent space.

Conclusions: In this set of experiments, we showed that
Point2FFD achieved overall a better performance than simi-

lar 3D point cloud autoencoders considering computational

effort quality of the generated shapes. We also showed

that the network identifies correctly different classes of ob-

jects, even though the classifier learns the labels based on

shape similarity. In the next set of experiments, we uti-

lize Point2FFD as a shape-generative model in a real-world

vehicle optimization problem, which requires high-quality

surface reconstruction and has non-trivial shape labeling.

4.2. Vehicle Aerodynamic Optimization

The aerodynamic performance of vehicles is often as-

sociated to the aerodynamic drag. The power consumed by

the drag force increases cubically with the vehicle’s velocity

and, thus, it has significant impact on the fuel consumption,

especially at cruise speeds [10, 9].

In this section, we optimize three car shapes for minimiz-

ing the aerodynamic drag: a coupé, a sedan and a sport util-

ity vehicle (SUV) (Fig. 6). We assume as underlying sce-

nario that these vehicles were designed in previous product

development cycles and their simulation-ready mesh repre-

sentations are available. Hence, we use Point2FFD to learn

design representations of benchmark car shapes based on

the deformation of these templates to explore novel solu-

tions during the optimizations.

Experimental set up: For this set of experiments, we
trained Point2FFD with the same settings as in Scenario A
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Figure 4. Analysis of shapes reconstructed by the models trained on the data set with car and airplane shapes (Scenario D). The colors

indicate the distance between corresponding points in the input and output shapes.

Figure 5. 2D-embedding of the learned latent representations col-

ored according to the ground truth and predicted labels.

Coupé Sedan SUV

Figure 6. Initial designs of the coupé, sedan and SUV used in the

optimizations.

(Section 4.1), apart from the latent space dimensionality,

which we reduce to 50. Also, for comparing the optimiza-

tion performance, we also trained the PC-AE-Rios using

the same settings as Point2FFD. Since PC-AE-Rios gener-

ates only point cloud representations, we used the shrink-

wrapping algorithm (Section 3.2) to recover the surfaces on

the shapes generated by PC-AE-Rios.

We calculated the aerodynamic forces through CFD sim-

ulations implemented using OpenFOAM®. As simulation

conditions, we assumed the vehicles driving in straight line

with velocity U = 110 km/h. To reduce the computational
effort, we assumed that the shapes are symmetric with re-

spect to the xz-plane and, thus, performed half-car simula-

tions.

Finally, we utilized the covariance matrix adaptation

evolution strategy (CMA-ES), a state-of-the-art optimizer

for computationally costly real-world design optimization

[19]. In all cases, we set the population size to λ = 16,
number of parents to μ = 5 and maximum number of gen-
erations to 20. Our complete framework is computed in

a cluster set up, which comprises supermicro-boards with

2 Westmere 4 Core Intel®Xeon®E5620, 2,4 GHz, 12 MB

Cache and 24 GB of RAM. Each simulation is performed

in parallel on 16 processors and with a runtime of approxi-

mately 2 hours.

Results and discussion: Based on the fitness of the
individuals over the generations (Fig. 7), the optimiza-

tions with Point2FFD achieved results significantly better

(>50%) than with PC-AE-Rios. Furthermore, by verifying
the optimized shapes, we observe that Point2FFD yielded

designs similar to drag-optimized milage marathon vehicles

[1]. Despite the difference to the initial design, this result

indicates that Point2FFD combined different features that

were learned from the data during the optimizations to drive

the design towards the optimality.

We conclude from these results that two main factors

cause the difference in performance: The shape-generative

capability of the networks and realism of the generated

shapes. In terms of shape-generative capability, the ver-

ification analyses in Section 4.1 indicated that both net-
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Figure 7. Normalized performance of the fittest individuals per

generation and optimized shapes obtained with Point2FFD and

PC-AE-Rios after 20 generations.

works have comparable performance. However, by gen-

erating shapes with FFD, Point2FFD potentially modifies

shapes more smoothly, which enables the network to better

explore unknown regions in the latent space than PC-AE-

Rios.

The similarity of the reconstructed shapes to real car de-

signs influences the quality of the simulation results. Since

shrink-wrapping approximates coarsely the surface of the

car shapes, the generated meshes lack detailed structures,

e.g. wheels (Fig. 8). Differently, Point2FFD generates rep-
resentations with higher degree of realism, which allowed

the optimization algorithm to better exploit local design fea-

tures and generate designs with better performance.

Point2FFD PC-AE-Rios
Figure 8. Comparison between meshes generated by Point2FFD

and shrink-meshing for similar shapes at the first generation of the

sedan optimization.

5. Conclusion
Motivated by the current challenges for utilizing deep

shape-generative models in engineering optimization, we

propose in this paper a novel method for learning repre-

sentations of simulation-ready 3D geometric models. Our

architecture learns compact latent representations from 3D

point cloud data and generates simulation-ready polygo-

nal meshes by selecting and deforming available template

meshes parameterized with FFD.

Compared to similar point cloud autoencoders, our

method has advantages in both computational efficiency

and quality of the shape reconstructions. Although the

representation of the FFD-templates is memory demand-

ing, the number of parameters in Point2FFD is invariant

with respect to the dimensionality of the input and output

representations. Hence, our architecture scales to higher-

dimensional point clouds with competitive performance.

Furthermore, by training the network with both, MSD

losses and template-based shape reconstructions, we en-

abled the network to learn a smoother shape-generative

model. We noticed in Section 4.1 that learning data sets

with more complex shapes (airplanes) was more challeng-

ing for Point2FFD. However, we explored a single FFD lat-

tice configuration and suited the shrink-wrapping sampling

to the vehicle data set, which was our main application.

Hence, we conclude that the Point2FFD still has potential

to improve its performance by utilizing template-specific

FFD lattices and different point cloud sampling techniques,

which we will address in future work.

In a set of real world-inspired optimizations, we utilized

the representation learned by Point2FFD to minimize the

aerodynamic drag of three car shapes. We showed that our

network generates polygonal meshes that preserve shape

details, e.g., wheel rims, which improve the fidelity of the
simulation results. Furthermore, compared to a conven-

tional point cloud autoencoder, our network enabled the op-

timization algorithm to better explore the design space and

to find higher-quality optima solutions. In future work, we

will build upon our architecture to address more complex

optimization scenarios, e.g., multi-domain optimization and
increase the degree of control over the deformations for han-

dling design constraints.
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Patricia Wollstadt, Bernhard Sendhoff, and Stefan Menzel.

Back To Meshes: Optimal Simulation-ready Mesh Proto-

types For Autoencoder-based 3D Car Point Clouds. In

2020 IEEE Symposium Series on Computational Intelligence
(SSCI), pages 942–949, 2020. 3, 4

[34] Thiago Rios, Bernhard Sendhoff, Stefan Menzel, Thomas
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