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Abstract

We present a method for inferring diverse 3D models of
human-object interactions from images. Reasoning about
how humans interact with objects in complex scenes from
a single 2D image is a challenging task given ambiguities
arising from the loss of information through projection. In
addition, modeling 3D interactions requires the generaliza-
tion ability towards diverse object categories and interac-
tion types. We propose an action-conditioned modeling of
interactions that allows us to infer diverse 3D arrangements
of humans and objects without supervision on contact re-
gions or 3D scene geometry. Our method extracts high-
level commonsense knowledge from large language models
(such as GPT-3), and applies them to perform 3D reason-
ing of human-object interactions. Our key insight is pri-
ors extracted from large language models can help in rea-
soning about human-object contacts from textural prompts
only. We quantitatively evaluate the inferred 3D models on
a large human-object interaction dataset and show how our
method leads to better 3D reconstructions. We further qual-
itatively evaluate the effectiveness of our method on real
images and demonstrate its generalizability towards inter-
action types and object categories.

1. Introduction

Humans interact with objects in diverse ways. Take a
chair for example. Someone could sit on a chair to read a
book, another could rest their hand on a chair, while others
might stand on a chair to reach a high shelf. The ability
to understand diverse interactions between humans and ob-
jects is of critical importance for practical applications that
require understanding human actions, such as content cre-
ation in VR/AR, 3D scene understanding and personalized
robotics. Recent works [36, 37, 40] have demonstrated im-
pressive results in learning human-object interactions from
images. Such tasks require not only an accurate reconstruc-
tion of body shape and pose, object shape and pose, but
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also joint reasoning about contacts between human bodies
and objects.

A key challenge is how to efficiently infer the diverse
interactions between humans and objects. As in the previ-
ous example, one can sit, lean on, or stand on a chair. We
need to distinguish between these different interactions in
order to successfully reconstruct 3D models of humans and
objects. Current publicly available approaches do not ex-
plicitly model interaction diversity, despite its importance.
Pure image-based learning approaches [40] directly recon-
struct 3D interaction models from 2D content by incorpo-
rating holistically defined contact rules and priors on ob-
ject size. These rules provide contact regions at part lev-
els of human bodies and objects. More precisely, they tell
which part of the body is in contact with which part of
the object. However, the establishment of these contact
rules requires manual annotations on pairs of bodies and
objects, which poses a fundamental limitation on their scal-
ability [37, 41]. Instead, most methods resort to learning
from 3D data [3, 9, 31, 34]. While recordings of humans in-
teracting with objects may provide increased diversity, col-
lecting a large-scale dataset demands tremendous effort and
often requires specialized hardware (e.g. MoCap, RGBD
cameras). Furthermore, the number of object categories and
the diversity of interactions are often limited by practical
constraints.

We present an optimization approach that infers diverse
human-object interactions through an action-conditioned
formulation. Our key idea is to use knowledge extracted
from large language models (LLMs) in low-level computer
vision tasks. Specifically, our method infers the underly-
ing action type directly from human poses, allowing us to
distinguish between sitting and standing on a chair. This ac-
tion condition is further used in the query of LLMs, where
we obtain part-wise contact information between humans
and objects, waiving the requirement of manual annota-
tions. Following Phosa [40], we aim to directly infer from
images, as they provide a rich source of information of nat-
ural, diverse and inclusive types of interactions. We pro-
pose a two-stage approach which first estimates shapes and
poses of humans and objects independently, and jointly rea-



sons about human-object interactions and their 3D spatial
arrangements in the second optimization step.

Reconstructing 3D humans and objects from images is,
however, extremely challenging. Apart from the large de-
gree of scene clutter, humans and objects frequently occlude
each other during interaction. We observe that the predic-
tion of body shapes and poses is significantly more robust
than object shape and pose estimation, as object shapes and
poses have a considerably large variation. This is possible in
practice thanks to the large effort on human body and pose
modeling [15, 16, 20, 25, 30]. We thus use body poses to
represent the underlying actions under the assumption that
the variation of poses within each interaction type is smaller
than the variation of poses across different interaction types.

Our experiments demonstrate the value of using knowl-
edge extracted from LLMs for action-conditioned interac-
tion modeling. Furthermore, a user study performed on the
generated labels shows that the priors derived from LLMs
are mostly aligned with humans’ priors. Finally, we show
that our proposed approach can accurately infer 3D humans
and objects from images under diverse interactions using
both quantitative and qualitative evaluations. To summa-
rize, our contributions are:

* An optimization-based framework that reconstructs
3D human-object interaction models using an action-
conditioned formulation which significantly expands
the scope and diversity of interactions that can be in-
ferred from images,

* To avoid costly human annotations, we show that com-
monsense knowledge extracted from LLMs can pro-
vide useful priors for reasoning about human-object
contacts from textural prompts only,

* Finally, we show that commonsense knowledge bases
can be used to define an action space that effectively
covers different types of interactions, and a retrieval-
based action recognition module allows us to estimate
the underlying actions by comparing body pose simi-
larities.

2. Related Work

3D human and object reconstruction

Accurate human-object contact estimation plays a cru-
cial role in interaction modeling. Previous approaches have
explicitly used contact regions between human bodies and
objects to reason about their spatial arrangements in 3D.
Prox [9] estimates 3D human pose from a single RGB im-
age with known 3D scene information. It encourages con-
tacts between human bodies and objects that are in close
proximity and formulates it as a heuristic contact constraint.
Similarly, Phosa [40] infers shapes and 3D spatial arrange-
ments of human bodies and objects from images, but with-

out access to 3D scene information. A part-based inter-
action loss is used to pull pairs of object-specific contact
regions together, which are obtained through manual an-
notations. HolisticMesh [36] introduces a learning model
that jointly reconstructs 3D human bodies and objects from
RGB images. A set of holistic objectives are imposed
to ensure global consistency, including estimating camera
pose and room layout. Recent work Mover [38] shows
how to improve 3D scene reconstruction from RGB videos
by leveraging human scene contact constraints. Similar to
HolisticMesh, Mover includes the optimization over cam-
era pose and ground-plane pose, and uses a contact loss
that considers object normal directions. While these meth-
ods are powerful, they require manually annotated contact
points either for individual objects [38, 40], or a single body
annotation is used for all types of contact [9, 36]. Thus it is
difficult to generalize to large set of objects. One contribu-
tion of our work is to use LLMs to identify contact regions
between human bodies and objects.

Several recent work specifically aims to overcome the
limitations imposed by human annotations. The newly re-
leased BEHAVE [3] dataset is specifically designed for this
purpose. It provides a large dataset with multi-view RGBD
frames together with annotated contacts between bodies and
objects. Chore [37] uses the BEHAVE dataset to learn a
neural reconstruction of human and object from a single
RGB image. Both human and object are represented by un-
signed distance fields and the model is trained to predict
contact points from input images by using priors learned
from data. It is not clear that how well these methods per-
form on objects that are not seen in the dataset. This funda-
mentally limits their ability to generalize towards new ob-
ject categories, another point our work addresses.

On the other hand, humans interact with objects in var-

ious diverse way. Couch [41] studies the problem of syn-
thesizing diverse human-object interactions. Specifically,
it focuses on the interaction between humans and chairs,
and train a model to generate plausible motion sequences
with or without predefined contact points on the object. In
contrast, we use an interaction space defined by plausible
actions to learn action-conditioned, diverse human-object
interactions.
Language guided learning Humans use language to flexi-
bly refer to objects, relations, and events in our world. Prior
experiments suggests that language influences many aspects
of human cognition including spatial reasoning [18] and
how visual concepts can be acquired [12]. Taking this intu-
ition, many machine learning domains have explored ways
to use language to guide the learning process.

Language has been combined with different modalities
to improve the learned representations or task performance.
In computer vision, image captions are used to learn the
representations of images [27, 28] and to reason about the
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Figure 1. Overview of the approach. Our method first independently estimates pose and shape of human body and object (1). The
estimated body pose is then used to retrieve a closest pose from a database alongside a known action type (2). The retrieved action label is
then used to prompt LLM:s for action-conditioned contact information and object size (3). A final optimization jointly reasons about spatial

arrangements and shapes of 3D humans and objects (4).

visual relationships [19] Language is also used as an ad-
ditional input to guide tasks such as video summariza-
tion [22]. In robotics or policy learning, the agents not only
follow instructions, but also learn to update semantic map
for robot manipulation [24], trajectory reshaping [5], and
new skills with language inputs [32].

In addition to take language as an input modality, lan-
guage can provide information about the structure of tasks
or the knowledge for solving a problem. Recent research
has designed the filters or the structure of neural module
networks guided by language to enable generalization to
novel combinations of known concepts [, | 7]. LLMs have
been shown to encode significant amount of knowledge [26]
that is useful to guide several tasks, e.g. procedural knowl-
edge for planning actions [11]. It is also possible to com-
bine LLMs with other pretrained models for zero-shot mul-
timodal reasoning [39].

Our approach similarly considers language models as the
source of information to guide the 3D reconstruction. We
show that the priors derived from LLMs, e.g. object sizes
and human-object contact regions, are useful heuristics to
guide the joint optimization of human and body poses. The
use of LLMs as reconstruction priors further enables gen-
eralization to the actions and objects that have never been
considered before as it is hard to collect or annotate such
knowledge for any type of human-object interactions.

3. Method Overview

We aim to infer 3D models of human-object interactions
from 2D images, as capturing 3D human-object interactions
is difficult and there are few diverse 3D interaction data,

outside of the very recent BEHAVE dataset [3]. In this pa-
per, we define this 3D model to be spatial arrangements and
shapes of humans and objects. Since the possible human-
object interactions is constrained by human actions, we per-
form inference by conditioning the 3D reconstruction on the
recognized action type.

Figure 1 shows an overview of our approach. Given an
input image, we obtain initial estimates for humans and ob-
jects separately (in Sec. 3.1). Next, the obtained 3D hu-
man poses are used to retrieve the corresponding action
types (in Sec. 3.2) We then use the recognized action types
to query LLMs for the part-level contact information (in
Sec. 3.3), which is used as prior to infer 3D human-object
interactions. Lastly, 3D human and object pose parameters
are jointly optimized through reasoning about their spatial
arrangements using the contact information derived from
LLMs (in Sec. 3.4).

Our framework is related to the two-stage approach of
Phosa [40] which first performs an independent reconstruc-
tion of humans and objects, and reasons about their con-
tacts and 3D spatial arrangements in the second joint opti-
mization step. Unlike Phosa, we use the recognized action
types and the knowledge extracted from LLMs to guide the
optimization. These components greatly help inference of
diverse types of interactions and enable generalization to
a wide range of objects and actions. In contrast, prior ap-
proaches require a prior knowledge of a small set of objects.

3.1. Independent pose and shape estimation

Estimating human body pose and shape To obtain ini-
tial estimates for human pose and shape from an input im-
age, we use SMPLify [25], an optimization-based fitting



method, initialized from a state-of-the-art human pose and
shape regression method PARE [15]. Given an input im-
age, PARE regresses the pose (#) and shape (/3) parameters
of the parametric body model SMPL. These estimated pa-
rameters are then used to initialize the SMPLify optimiza-
tion. SMPLify uses the objective function in Eq. 1 to fit
the SMPL body model to 2D keypoints estimated using an
off-the-shelf 2D keypoint estimation model [6].

E(B,0) = E;+ Eg + Eg, )]

where 3,60 are SMPL shape and pose parameters, Fy and
E 3 are pose and shape prior terms. £'; is the data term that
measures the difference between the detected J»p and the
2D projection of the estimated Jsp joints under perspective
projection II:

. 2
E;= ”H(JgD) - JQDHQ~ 2)
Estimating object pose and shape Estimating object pose
and shape from real images has been shown to be a difficult
task [10, 23, 29], in particular due to the large variations of
shape in man-made objects. We find this to be the case in
learning 3D human-object interactions as well. Moreover,
the task gets more challenging when objects are off-center,
partially occluded, or if multiple objects exist in one image.
Accordingly, we reformulate the task of object shape esti-
mation as shape matching. We consider several representa-
tive shape exemplars for each object category and select the
top-5 models that best match the corresponding 2D image.
We begin by detecting objects in an image using the
PointRend object detector [ 14], and obtain bounding boxes,
segmentation masks and semantic labels for each object. A
differentiable renderer [13] is then used to optimize for 6-
DoF object poses. Note that an intrinsic scale for each ob-
ject category is required to remove depth ambiguity, and
we obtain such a scale by prompting LLMs (see details in
Sec. 3.3).

3.2. Retrieval-based action recognition

The actions humans take influence the underlying
human-object interactions. So far, we have reconstructed
3D humans and objects. However, to correctly infer their
arrangements, we will extract the corresponding action type
of an interaction in an image. We hypothesize that while in-
teracting with objects, the associated actions are captured
by the corresponding body poses. Instead of directly using
an action recognition method, our method extracts actions
by selecting an exemplar pose from a set of /N body poses
with known action types for each detected body pose in the
input images. This choice is motivated by our goal to model
diverse interactions. The set of N body poses denote the
potential interactions for each human-object pair.

In summary, our method uses body poses to index the

interaction space and identify the associated actions. Given
an input image, we first reconstruct body shapes and poses
for all detected human instances. The obtained body poses
are then used to access a database via a nearest neighbor
lookup and learn the associated action types based on re-
trieved interaction models. More specifically, given a body
pose p, we choose the most similar pose p’ from a set of
body poses whose action labels are known. Here we select
a single pose instead of top-k. We then transfer the asso-
ciated action label of p’ to p. Since the parametric SMPL
model has disentangled body shape and pose parameters,
we can use the pose parameters 6 to directly compare dif-
ferent body poses. More precisely, we use the Euclidean
distance between the corresponding joint rotations as the
similarity metric and build a k-d tree to search for the clos-
est pose. By combining this retrieval-based action recog-
nition strategy and the reconstruction pipeline, we obtain a
framework that can reconstruct diverse interaction models
for individual object categories.
Building the interaction database To improve the recon-
struction quality, we propose to complement the optimiza-
tion pipeline with a retrieval-based approach and use the
interaction database as an explicit memory. We define the
possible actions humans can interact with an object us-
ing ConceptNet [33], a large crowd-sourced commonsense
knowledge base. We consider actions that connect to the ob-
ject using “UsedFor” or “RelatedTerms” relationships and
have weight greater or equal to 1 to denote the most rele-
vant actions. On average, we have 14 actions for each ob-
ject. For each action obtained from ConceptNet, we con-
struct simple sentences by combining it with the related ob-
ject noun, e.g., “woman sit chair”’, and use them to search
and download images. We filter out candidates based on
its size and content. More precisely, we keep images that
have more than 300 pixels in both dimensions and contain
exactly one person and one object. We also discard images
that contain invalid human-object interactions by comput-
ing the intersection over union (IoU) of their 2D bounding
boxes. These filters discard more than 80% of the candi-
dates. Most of the remaining images have both humans and
objects that are clearly visible at the center.

3.3. Deriving interaction priors from LLMs

To learn diverse human-object interactions, it requires an
understanding of knowledge such as the size of an object
and how an object can be interacted with. The knowledge
about the possible types of interactions largely influences
how we formulate the optimization of 3D human-object in-
teraction (in Sec. 3.4). While there are multiple ways hu-
mans can interact with an object, knowing the current ac-
tion largely helps in distinguishing various interactions. For
example, humans may touch different part of chairs for “sit-



ting on a chair” versus “standing on a chair”. We show that
such knowledge is encoded in LLMs and can be accessed
through probing via fill-in-the-blank (cloze) prompts [35].
We design a set of prompts (see the Supplementary Material
for the templates) to derive the following interaction priors
that are used in optimization:

* Size of an object: Given the name of an object, the
LLM generates the estimated size of that object in me-
ters. This prior allows us to scale the object relative to
human bodies correctly.

* Possible contact regions of body and object parts:
Given the object and the action to interact with the ob-
ject, we first prompt the LLM to generate the list of
possible contacts between a human body and the ob-
ject. For example, our system takes “stand on a chair”
as input to generate “foot and chair seat” as a possible
contact. We then use a second prompt to select how
the generated body and object parts are mapped to the
labels used in PartNet or the SMPL body model. Pairs
of contact parts are stored in the interaction map Z.

Note that Phosa [40] has shown the importance of having
a reasonable object size for the reconstruction task and a
good initialization helps to reason about contact and resolve
depth ambiguity.

3.4. Joint optimization

Separated reconstruction of human bodies and objects
often fails to produce satisfying results. As demonstrated
in previous methods [9, 36, 38, 40], people may end up sit-
ting in the air or intersecting with objects. Thus,we formu-
late joint optimization to reason about contacts and spatial
arrangements in 3D. We optimize for rigid transformations
(isotropic scaling, translation, and rotation) to be applied to
3D objects and allow a simple scaling variable for 3D hu-
mans. The following objective loss functions are optimized.

We consider a reprojection 10ss Ly cprojection that fits the
projected objects in 2D to the detected object masks while
preserving the boundaries [40]. The scale loss Lcq1 com-
putes the squared distance ||s. — 5.|| between the current
scale s/, and the scale 5. obtained through LLMs. The scale
can be of either object or human ¢ € [O, H].

Given the part-level contacts obtained from LLMs, we
formulate a contact 1oss L onsact for each pair of interact-
ing parts of human and object. Intuitively, the contact loss
attempts to bring closer parts of humans and objects that
interact.

Ccontact - Z ]l(n'P;, 5 n'pg )dCD (P}Zm Pg)v (3)
(i,5)€Z
where P, and P, are parts of human and object, respec-

tively. (4,j) € Z is a pair of contact parts from the interac-
tion map Z. The indicator function ]l(npi ,N;) identifies

whether the two parts have valid contacts or not. d¢p is
the one-way Chamfer loss [8] that computes the distance of
each vertex in object part to the nearest vertex in the body
part.

In addition, we use constraints on surface normals to de-
fine meaningful contact surfaces. We assume that only sur-
faces that have normals pointing in opposite direction can
have valid contacts. This assumption is formulated as a nor-
mal 10ss L,o0rmals

Lormal = Z 1 (nP;'La Npj )(1+ dCOS(nPfLa Npj ). 4
(4,5)€T

where d.os(a, b) = i :‘"‘;l is the cosine similarity between
two normal vectors.

To avoid interpenetration between humans and objects,
we add a penetration 10ss Lyenetration. We compute f, a
sign distance field (SDF), for each human body, and dis-
cretize the space by 83 grid cells. Lpenetration penalizes
all object parts that are inside of the body, denoted by
f(vig) < 0. f is defined negative at points inside of the

body.

Epenetration = Z Hf(vk)” 7f(vk) <0. (5)
k

Our complete objective loss function is

L= £contact + A1 Enormal
+ )\QEpenetration + )\3£scale + )\4£reprojection~ (6)

We experimented with various loss combinations and found
A1,...4 = [0.01,0.01,0.01,0.0005] works well.

3.5. Implementation Details

We use GPT-3 [4] as our LLM and generate semantic la-
bels such as object sizes and human-object contact regions
for reconstructing the interaction models. PartNet [21] is a
large-scale dataset of 3D objects with annotated part labels.
There are 24 object categories with 26.7k instances included
in the dataset. We use PartNet to link the semantic labels,
obtained from GPT-3, to 3D objects. A subset of shapes are
selected from PartNet as representative exemplars of each
category, similar to [7]. Each object is first centered at the
origin, and we apply anisotropic scaling such that the object
lies inside of a unit box. Then we compute a sign distance
function for each object and discretize the unit box into 30°
grids, which is flattened into a vector. We use the Lo dis-
tance as the similarity measure and k-Means++ [2] to clus-
ter each category with £ = 20. We take objects that are
closest to the cluster center as the representative shapes. To
improve the computational speed, we downsample object
meshes to 1000 vertices.
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Figure 2. Examples of the reconstruction results using BE-
HAVE. Results using our method are compared against Phosa.
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4. Experiments

We next provide quantitative and qualitative analysis of
the proposed framework. We first evaluate the accuracy of
interaction priors derived from LLMs (Sec. 4.1) through a
user study. Quantitative evaluations are carried out on the
BEHAVE dataset and we compare against Phosa and abla-
tions (Sec. 4.2). We further demonstrate the generalizability
of the proposed framework on new objects and interactions,
and show failure cases (Sec. 4.3).

4.1. Evaluation of interaction priors from LLMs

We generated semantic labels (i.e. object scales and
action-conditioned human-object contact regions) for all
objects from PartNet that can be detected by the detector.
This results in 20 object categories. To evaluate if the cur-
rent LLMs can provide the accurate knowledge for various
objects and actions, we conduct a user study to ask 10 hu-
man participants to rate if the semantic labels derived from
GPT-3 are correct or not. We consider a semantic label as
correct, uncertain, or incorrect based on participants’ re-
sponses. We consider labels that have > 6 votes as cor-
rect, 4 — 6 as uncertain, and < 4 as incorrect in our analy-
sis. For object scales, 75% is correct and 25% is uncertain.
For action-conditioned contacts, 53.81% is correct, 16.76%
is uncertain, and 29.43% is incorrect. Both studies have
p < 0.001 in binomial tests. The semantic labels for con-
tact regions are noisier because many of the part labels from
the PartNet dataset are unfamiliar or hard to interpret for our
participants. For example, when “holding a mug”, humans
may or may not touch the “decorations” of the mug depend-
ing on the position of the decorations. Overall, our user
study shows that the priors derived from LLMs are mostly
aligned with prior knowledge of humans about the objects
and actions.

4.2. Quantitative evaluation of the framework

BEHAVE Dataset. We evaluate our proposed method on
the BEHAVE [3] dataset, a large human-object interac-
tion dataset containing RGB-D frames of people interact-
ing with objects in diverse ways. BEHAVE consists of 15k
frames depicting humans interacting with 20 common ob-

jects. Accurate pseudo ground truth SMPL body models are
provided for each frame, together with fitted pseudo ground
truth object shapes and poses.

Experiment Setup. We use the test set of BEHAVE
(4.5k frames) to quantitatively evaluate our approach on
the following eight object categories that overlap with Part-
Net [21]: backpack, chairwood, chairblack, keyboard, stool,
suitcase, tablesmall, tablesquare. Note that different inter-
actions with the same object are considered as separate cat-
egories in BEHAVE, and we group them together. For ex-
ample, backpack hold, backpack pick, and backpack lift
are merged together as category backpack in our experi-
ments. As a result, we have four main object categories,
namely backpack (merged from backpack and suitcase),
chair (merged from chairwood, chairblack and stool), key-
board and table (merged from tablesmall and tablesquare).

We observe that the quality of object detection from the
first step largely influences the final outcome. From the four
categories we test in BEHAVE, the detector fails to make a
correct detection 50% of the time. In all the keyboard im-
ages, only 0.5% of them are correctly detected when confi-
dence score is set to 0.9 in PointRend [ 14]. The success rate
improves slightly to 2.5% when we lower the confidence
threshold to 0.6. Similarly, tables are corrected detected in
only 0.1% (three frames) of the data and lowering the con-
fidence score threshold does not make a difference. The de-
tector also fails to detect the white stool in the dataset. We
exclude the set of images where no objects are detected in
further analysis that leaves us with the two categories chair
and backpack. Given the limited interaction types of back-
pack (back, hand and hug), the following analysis is focused
on chair.

Baseline. As an optimization-based approach, we directly
reconstruct 3D human-object interaction models without
additional knowledge of scene geometry or depth informa-
tion. Therefore, we compare against Phosa [40], the rel-
evant optimization-based approach following a similar ex-
periment setup in BEHAVE.

Evaluation Metric. To evaluate the reconstruction accu-
racy, the estimated SMPL models are first aligned to the
ground truth using Procrustes analysis. We then apply the
same transformation to the objects and compute the Cham-
fer distance for humans and objects separately.
Reconstruction accuracy. We show two examples of our
method and Phosa for BEHAVE images in Figure 2. With-
out the ability to adjust the way of contact between humans
and objects, Phosa struggles with obtaining meaningful 3D
models and very often results in situations where humans
and objects do not contact. We notice that small objects
like backpacks are mostly limited to hand-object interac-
tions. Therefore, we only quantify the results on chairs in
Table 1 and compare to the pseudo ground truth provided
in BEHAVE. We report reconstruction accuracy for esti-



Phosa Ours

Method Hl 0l L ol

Hand 74 (2.5) 833(167.7) 8.1(2.6) 34.3(17.6)
Lift 8.0(29) 88.0(189.0) 8.3(3.1) 29.1(16.7)
Liftreal 7.7(2.2) 80.1(172.8) 7.8(2.4) 29.1(14.3)
Sit 7.1(2.5) 322(57.6) 79(3.1) 234(12.5)
Sitstand 6.3 (1.5) 269(8.2) 8.1(2.1) 25.1(12.7)
Mix 6.5(2.3) 88.1(187.7) 7.4(3.0) 27.5(16.7)

CAvg.  72(23) 664(130.5) 7.9(2.7) 28.1(15.1)

Table 1. BEHAVE Chair. We compare our methods for inferring
3D humans and objects from images to Phosa [33] on the chair
category from the BEHAVE dataset. We distinguish between dif-
ferent actions. Chamfer distance is used to evaluate the recon-
structed SMPL models H and 3D objects O independently. Mean
and standard deviation are reported in cm.

Method H O

No action 79(29) 584 (40.3)
No Leontact 8.0(2.7) 103.2 (86.3)
No Lrormar 7.8 (2.8)  30.7 (14.3)

Ours (full) 792.7) 28.1(15.1)

Table 2. Ablation. We investigate how different steps impact the
final reconstruction accuracy and ablate the core components.

mated humans 7 and objects O separately and distinguish
between different actions. Note that action types are defined
by BEHAVE.

Our estimated humans are on par with the estimated hu-

mans from Phosa, even though we have slightly larger av-
erage errors. However, Phosa does not consider different
action types and performs badly when it comes to different
interactions, resulting in large errors in reconstructed ob-
jects, see Table 1. Additionally, we use ground truth object
masks provided by BEHAVE and conduct more quantitative
evaluations on the remaining three object object categories
in the Supplementary Material.
Ablation. In Table 2, we ablate the proposed method to
analyze its core components: No action ignores the under-
lying action type and directly infers the 3D models using
the default contact configuration, No L ,ptqct does not use
the contact loss in joint optimization and No L,,ormq; does
not consider normal directions when optimizing contacts
between humans and objects. Interaction with the largest
weight in ConceptNet is used as the default contact. The
performance on estimated humans does not change signifi-
cantly, however, without L ,,+4ct, the accuracy of obtained
objects drops significantly. And L,,,,mq; has rather limited
contribution on average.

4.3. Generalization to new objects and interactions

Using knowledge priors extracted from LLMs, the pro-
posed method can be applied to new objects and interac-

Figure 3. Examples of inferred 3D human-chair models on var-
ious interactions. Our method can reconstruct 3D models of dif-
ferent interactions that require various types of contacts.

tions. To show our method can generalize, we reconstruct
various human-object interaction models for PartNet ob-
jects. Figure 3 shows different examples of human inter-
acting with a chair. We observe that our method can suc-
cessfully model interactions that require different types of
contacts. A qualitative analysis of the reconstruction results
of different objects (examples shown in Figure 4) shows that



Figure 4. Examples of inferred 3D interaction models on various object categories. Using the proposed optimization approach, we can

reconstruct diverse interaction models for PartNet objects.

the proposed method can generalize towards a wide range
of object categories (more examples in the Supp. Mat.). We
would like to highlight that existing approaches require ex-
pensive, method-specific human annotations, which poses a
severe limitation on the diversity of object categories. We
provide a method to bring in existing annotations and data.

Failure cases. Figure 5 shows some typical failure cases.
Our method fails to infer meaningful 3D models when ob-
jects are not well detected (Detection in Figure 5). We fail
to obtain valid interaction models when object poses are
poorly initialized (Initial Object Pose in Figure 5). In addi-
tion, we also observe that retrieval-based action recognition
may fail to identify the true action type. In the Action exam-
ple in Figure 5, a person is touching a chair while forming
a pose that is similar to sitting poses. More sophisticated
approaches that take image content of both humans and ob-
jects into account could address such failure cases and may
provide more accurate contact information.

5. Discussion

Reconstructing 3D human and object models from im-
ages is a crucial step for interaction modeling. We propose a
pipeline that leverages commonsense knowledge extracted
from LLMs to solve low-level computer vision tasks. It
allows us to model different interactions without the con-

Detection

Initial Object Pose

straint post by human annotations. Off-the-shelf computer
vision algorithms are used to detect object and estimate the
initial object shape and pose. We expect improvement with
better methods available for these subtasks. While we rely
on the PartNet dataset, we also expect progress on object
part segmentation tasks. We believe our work provides a
useful new way to model human-object interactions.

Limitations. The proposed approach leaves ample room
for future work. Our current prompt design needs to be up-
graded to capture diverse interactions under the same action
condition. For example, while carrying a chair, one can hold
on the seat or the back. The pose-based action recognition
is reasonable for full-body interactions with large objects,
but handhold object interactions demand fine-grained con-
tact information of hands. The reconstruction pipeline can
largely benefit from better initialization of object poses and
using richer image evidence can certainly improve the qual-
ity of reconstructed interaction models.
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Figure 5. Failure cases. Our method fails to infer valid interaction models when objects are not detected (Detection), their poses are
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A. Supplemental Material
A.1l. Prompt templates

We use fill-in-the-blank prompts to query LLMs and be-
low are the prompt templates we used to query GPT-3.

Object size. 'We use the following prompt template to ob-
tain object size by replacing OBJECT with a specific object
category.

This is an object length estimator.
Length of a bike: 1.75m

Height of a woman: 1.63m

Length of a OBJECT:

Contact regions of body and object parts. We define in-
teractions as pairs of ACTION and OBJECT and use the fol-
lowing template to obtain part-level body-object contacts.
While designing the prompt, we noticed that it is impor-
tant to include different interactions for one object category
(e.g. ride and walk bike) and have examples of different
body parts. We also noticed that it is better to use simple
words for body parts (e.g. using back instead of spine).

This is a body-object contact generator.

Action: ride

Object: bike

Contacts: handlebar/hands, seat/butt,
paddle/foot

Action: walk
Object: bike
Contacts: handlebar/hands

Action: sit
Object: sofa
Contacts: seat/butt, back/back

Action: stand
Object: sofa
Contacts: seat/foot

Action: kick
Object: soccer
Contacts: soccer/foot

Action: carry
Object: soccer
Contacts: soccer/hands

Action: ACTION
Object: OBJECT
Contacts:

Category | Size | Category | Size

Backpack | 0.5 Bag 0.5
Bed 2.0 Bottle 0.3
Bowl 0.15 Chair 0.85
Clock 0.3 Couch 0.91
Cup 0.1 Desk 0.75
Door 2.1 Handbag 0.3
Hat 0.3 Keyboard | 0.61
Knife 0.22 | Microwave | 0.5
Mug 0.12 Scissors 0.2
Suitcase | 0.81 Table 0.75

Table 3. Size of objects obtained from LLMs. The obtained ob-
ject size is reported in meters. We use them as the initialization for
object scale in the joint optimization.

A.2. Example semantic labels from LLMs

Table 3 shows a list of obtained object size in meters
and examples of human-object contact regions can be found
in Table 4. For small objects, their interactions are mostly
limited to hand-object interactions instead of body-object
interactions.

A.3. Preprocessing PartNet objects

PartNet provides object instances, which has 10,000 ver-
tices each stored in point clouds, and semantic labels of
parts. To have the optimization run more efficiently, we first
preprocess PartNet point clouds such that each model has
less vertices and faces. More specifically, we first down-
sample the point clouds to have 1000 vertices, and then
use the Ball-Pivoting Algorithm to reconstruct surfaces. Fi-
nally, we fill the holes and remove non manifold vertices
and faces using MeshLab. Fig. 8 shows the selected 20 rep-
resentative objects for the chair category.

A 4. Optimization details

We use a differentiable renderer to estimate 6-DoF object
poses using the ADAM optimizer with learning rate le-3
for 50 iterations. The overall objective function in Eq. 6 is
optimized with 500 ADAM updates and learning rate of 2e-
3. The whole optimization takes roughly half an hour for an
image.

A.5. Additional quantitative results

While object detector often fails to detect other objects
(table, keyboard, backpack) in BEHAVE, their object masks
are provided by the dataset. We conduct additional quanti-
tative results using the provided ground truth object masks
and evaluate on the remaining three object categories. Sim-
ilar performance is observed in Tab. 5 where our method
significantly outperforms SotA on the BEHAVE table. Av-
erage improvement from 298cm to 80cm for BEHAVE key-
board (see Tab. 6) and 80cm to 67cm for BEHAVE back-



Figure 6. 20 representative objects for the chair category.

pack (see Tab. 7). This provides further evidence of our
novel integration of knowledge priors

A.6. Additional qualitative results

We provide additional results for our method in Figure 7
and Figure 8. Figure 7 shows different interactions with ta-
ble and suitcase and Figure 8§ gives examples of interactions
with other object categories in PartNet.

Category Action Contact (Object Part, Body Part)
sit (chair seat, butt),
(chair back, back)
carry (chair arms, hands),
(chair back, hands),
(chair seat, hands)
Chair rest (chair seat, butt),
(chair back, back)
stand on (chair seat, feet)
stand next to (chair back, hands)
sleep (chair seat, butt),
(chair back, back)
sit (tabletop, butt)
(tabletop, left leg)
(tabletop, right leg)
Table work (tabletop, hands)
arrange (tabletop, hands)
lay (tabletop, body)
place (tabletop, hands)
carry (shoulder strap, hands)
(support, hands)
backpack (shoulder strap, shoulders)
(support, shoulders)
Backpack (bag body, back)
mount (shoulder strap, hands)
(shoulder strap, waist)
(support, hands)
(support, waist)
carry (handle, hands)
Suitcase pack (zipper, hands)
lug (handle, hands)
throw (handle, hands)
cut (blade handle, hands)
(handle, hands)
. pass (blade, hands)
Scissors (blade handle, hands)
(handle, hands)
(securing clip, hands)
type (key, hands)
la (key, hands)
Keyboard C(I))ntZOI (kei, hands)
enter (key, hands)
hold (bowl, hands)
serve (bowl, hands)
Bowl eat (bowl, mouth)
wash (bowl, hands)

Table 4. Example of contact parts obtained through LLM
query. Given an object category and an action, we query LLMs
for part-level contacts. Each parts pair consists of an object part
and a body part. We use PartNet labels as object part labels, and
SMPL labels for body part labels. These parts pairs are used in
Lecontact and Ly ormai to bring parts pairs closer to each other.



Figure 7. Examples of inferred 3D interactions with table and suitcase.



Figure 8. Examples of inferred 3D interactions with several PartNet object categories.



Phosa Ours
HI ol H o0l
Hand 6.3(2.0) 621.6(423.2) 8.1(2.6) 34.3 (17.6)
Lift 9.1 (3.8) 528.6(447.3) 11.0(2.8) 342.1(354.9)
Move 8.9(3.3) 528.8(420.0) 10.0(4.6) 276.7(271.0)
Sit 9.3(4.6) 7404 (318.6) 89(4.7) 161.0(246.3)
Mix 9.2(3.8) 796.6(328.7) 9.1(3.6) 424.0(3.36)

Avg. 8.6(3.5) 643.2(387.6) 9.2(34) 30792954

Method

Table 5. BEHAVE table. We compare our methods for inferring
3D humans and objects from images to Phosa [33] on the table
category from the BEHAVE dataset. We distinguish between dif-
ferent actions. Chamfer distance is used to evaluate the recon-
structed SMPL models H and 3D objects O independently. Mean
and standard deviation are reported in cm.

Phosa Ours
H Ol H ol
Move 8.3(1.9) 168.9(3252) 7.8(1.9) 68.6(162.7)
Type 6.2 (2.0) 426.6(440.1) 5.1(1.4) 91.3(257.2)

Avg. 72(1.9) 297.7(382.7) 6.5(1.6) 80.0(209.9)

Method

Table 6. BEHAVE keyboard. We compare our methods for in-
ferring 3D humans and objects from images to Phosa [33] on the
keyboard category from the BEHAVE dataset. We distinguish be-
tween different actions. Chamfer distance is used to evaluate the
reconstructed SMPL models H and 3D objects O independently.
Mean and standard deviation are reported in cm.

Phosa Ours
H Ol H ol
Hand 7.2(2.5) 132.0(2342) 85(2.6) 849 (161.1)
Hug 7.7(3.0) 166.5(221.4) 7.82.4) 19.5(27.3)
Back 6.0(2.0) 92.6(218.6) 6.7(1.5) 97.2(228.1)

Avg. 7025 80.4(2247) 77(22) 672(172.2)

Table 7. BEHAVE backpack. We compare our methods for in-
ferring 3D humans and objects from images to Phosa [33] on the
backpack category from the BEHAVE dataset. We distinguish be-
tween different actions. Chamfer distance is used to evaluate the
reconstructed SMPL models # and 3D objects O independently.
Mean and standard deviation are reported in cm.



