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A High-Precision Current-Mode WTA-MAX Circuit with Multichip Capability

Teresa Serrano-Gotarredona and Beenalmares-Barranco

Abstract—This paper presents a circuit design technique suit- is a WTA circuit, each cell has a binary output that indicates
able for the realization of winner-take-all (WTA), maximum  whether the cell is ON or OFF. In a MAX circuit, the winning
(MAX), looser-take-all (LTA), and minimum (MIN) circuits. The cell will copy its input to a common output. Under some

technique presented is based on current replication and com- . o . 9
parison. Traditional techniques rely on the matching of an N circumstancéit is possible to convert th€(N?) topology

transistors array, where N is the number of system inputs. This Of Fig. 1(a) into anO(N) one, as shown in Fig. 1(b). In
implies that when N increases, as the size of the circuit and these cases, a global inhibition term is computed. Each cell
the distance between transistors will also increase, transistor contributes to this global inhibition, and each cell receives the
matching degradation and loss of precision in the overall system same global inhibition. Note that now, each cell contributes
performance will result. Furthermore, when multichip systems e ! .

are required, the transistor matching is even worse and perfor- to inhibit itself. ansequently, thg excitatory connection that
mance is drastically degraded. The technique presented in this €ach cell has to itself must be increased to compensate for
paper does not rely on the proper matching ofV transistors, but  this fact. TypicalO(N) WTA circuits reported in literature

on the precise replication and comparison of currents. This can be [1], [2]® correspond to the topology shown in Fig. 1(c). In
performed by current mirrors with a limited number of outputs. g\;ch circuits there are alg¥ cells, each receiving an external

Thus, N can increase without degrading the precision, even if . t7. Each cell ts t de th h which
the system is distributed among several chips. Also, the different 'MPUt ;. £ach Cell connects to a common noade, through whic

chips constituting the system can be of different foundries without @ global property (for example, a current) is shared between
degrading the overall system precision. Experimental results that all cells. The amount of that global property taken by each cell
attest these facts are presented. depends (nonlinearly) on how much its ingiyjtdeviates from
Index Terms—Analog circuits, analog computation, current- an “average” of all inputs. Usually this “average” is not an
mode circuits, maximum circuits, transistor mismatch, winner- exact linear average, but is somehow nonlinearly dependent on
take-all. all inputs. The cell with the maximum input takes most (or
all) of the common global property, leaving the rest with little
or nothing. Due to the way this global property is shared and
how the “average” is computed, the operation of these circuits
oA o relies on the matching of transistor threshold voltages of an
_ MIN) circuits are often fundamental building blocks, 4y of transistors [1] and/or other transistor parameters. The
in neural and/or fuzzy hardware systems [3]-[5]. Given a Sgtmher of transistors in the array equals, at least, the number
of N external input(1y, Iy, - -, Ii, - -, I), their operation inputsV of the system. If the WTA or MAX circuit has such
consists in determining which inpatpresents the largest (0ry |5rge number of inputs so that it must be distributed among
smallest) value, or what is this maximum (or minimum) valugjitterent chips, the matching of threshold voltages (and/or

respectively. If a winner-take-all (WTA) or MAX circuit is oiher transistor parameters) will degrade significantly, and the
available, a looser-take-all (LTA) or MIN circuit is obtainedy ara| system will lose precision in its operation.

|. INTRODUCTION
INNER-TAKE-ALL (or looser-take-all) and MAX (or

: e : 1
by simply inverting the input—1I1, =1z, -+, =Ii; -, =In). This paper presents afi(V') complexity circuit technique

Hence, this paper will only concentrate on WTA and MAXyhich can be represented by the topology in Fig. 1(b)] for
circuits. implementing either WTA and/or MAX circuits, based on

In literature, the physical implementation of these SySteMBrrent-mode principles. The resulting circuit does not rely
has k;een tackled through two main approaches: 1) systemg,Qfine matching of arV-size transistor array, but on precise
O(NV*) complexity: their connectivity increases quadraticallyyca) current replication and comparison. The circuit can be
with the number of inputs [6]-[10] and 2) systems@{N) jstributed among several chips, as is sometimes demanded
complexity: their connectivity increases linearly with the NUNM5y neural and/or fuzzy systems [11], while not degrading its

: 9 .
ber of inputs [1], [2]. In a system aD(N=) complexity, s ,racision, as shown in the section on experimental results.
shown in Fig. 1(a), there is one cell per input; each cell has

an inhibitory connection (black triangle) to the rest of the Il CURRENT-MODE |MPLEMENTATION
cells and an excitatory connection (white triangle) to itself. '

Therefore, the system ha&* connections. Each cejlreceives OF WTA-MAX O PERATION

an external inpuf;. The cell that receives the maximum input A mathematical model that realizes the WTA-MAX opera-

will turn all other cells OFF and will remain ON. If the systention and which is suitable for aw(NV) current-mode-based
circuit implementation is presented as follows. Consider a

Manuscript received March 4, 1996; revised July 1, 1997. system of N cells, such that each cejl produces an output
The authors are with the National Microelectronics Center (CNM), Ed.

CICA, 41012 Sevilla, Spain. 2|f the inhibition that goes from cell to cell ; does not depend o
Publisher Item Identifier S 0018-9200(98)00728-8. 3The circuit in [2] processes voltage input signals, while the circuit in [1]
1Optionally, a common offset term may be added. and in this paper processes current input signals.
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Fig. 1. WTA topologies. (@) WTA ofO(N?2) complexity, (b) transformation t@)(N) complexity, and (c) typical topology of(N) WTA hardware
implementation. Black triangles represent inhibitory connections, white triangles excitatory connections, and shaded circles are gelieedly non
time-dependent processing elements whose outputs become (after a transient) either “0” or “1.”

currentl,; = o H(I; — I,) with j = 1,---, N, H() is the
step function,/; is the external input to thgth cell, and

N
I, —Zf«u —Z% (£ - L) @) Sildy) = 2 ot ;1)

=1

Fig. 2 graphically represents functioyfis(,) = X;a; H(I; —
1,) and f»(1,) = I,. Their intersection provides the solution
to (1). If «; > 0 (¥j), (1) has a unique equilibrium point
S. Furthermore, ifa; > I; (Vy), the value ofI, at the
equilibrium pointS' is I,|s = max{I;} and the cell that drives 1,

a nonzero outpufoj # 0 is the winner. If each inpuf; is A /2(10)
changed td;, — I;, wherely, is an upper bound for all input, o
0<I; <Ip(¥; ) an LTA and/or MIN circuit results. Fig. 3(a)

shows a current-mode circuit that implements the operation of Iy
one cell for the casey; = I,. It consists of a two-output I
current mirror, a digital inverter, and a MOS transistor. Each
cell 5 receives two input currentg; andl,, and delivers one :
output currentl,,;. The inverter acts as a current comparator. I
If 1, > I;, the inverter output,; is low, the MOS transistor _ ' '
is OFF, andIoj is zero. If I, < Ij, the inverter outpuivoj Fig. 2. Graphic representation of the solution of (1).

is high, the MOS transistor is ON, anl}; = I,. Fig. 3(b)

depicts the transfer curve of this unit cell. Fig. 3(c) and (ddmong several chips. The fact that curréntan be replicated
shows the detailed schematic of the fabricated cells, one in thany times without relying on the matching of a large array
double-poly MIETEC 2.4:m technology and the other in theof transistors is the main advantage of this WTA and MAX (or
single-poly ES2 1.Qsm technology, respectively. Fig. 4 showd.TA and MIN) circuit technique over other implementations.
the complete WTA or MAX circuit. It consists oV unit cells

and an additionalV-output current mirror. The function of [ll. SYSTEM STABILITY ANALYSIS

the N-output current mirror is to deliver the sum of currents Let us assume that the dynamics of each cell [see Fig. 3(a)]

I, = X,;1,; to each of theV unit cells. Replication of current ., e mogeled by the following first-order nonlinear differ-
I, must be very precise. If the number of unit cels is ential equation:

too large, or if the circuit has to be distributed among several
chips, high precision id, replication cannot be guaranteed by .

a single current mirror witllv outputs. In this case, replication Cetgj(t) + Gelva(t) — van) + 1 = Lo( ZIOJ (2)

of current I, must rely on several mirrors with a smaller

number of outputs but with guaranteed precise replicatiomhere C, is the total capacitance available at nade, G.

Fig. 5 shows an arrangement to distribute the circuit of Fig.id the total conductance at this node, and is the inverter
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Fig. 5. Strategy to assemble several chips.

Equation (4) has the following solution:

Vaj () = Vo (t)

= Db 0 (0) = v (0) - 220

Te = gC . (5)

After a few time constants,, the difference between the
two node voltages will remain constant and equal to their

(d) difference at the equilibrium point. Therefore, if we can obtain
Fig. 3. WTA unit cell: (a) simplified schematic, (b) transfer curve, (c) circuithe expression fow,..(t), applying (5) would obtairv;(t)
diagram of cell fabricated in the MIETEC 2:4m technology, and (d) circuit for the rest of the nodes.

diagram of cell fabricated in the ES2 1.0n technology. Consider now (2) for nodey, and substitute (3) into it

Cobruw()+Ge(vpw(t)—va)+1w = Y LiU(vps — vai(t)).

PMOS-mirror with multiple outputs

J
(6)
1, Sincew,;(t) is given by (5), after a few time constants (6)
s becomes
Y1
‘ VCJ ‘ 1 C(cvacw (t) = GC(UJW — VUzw (t)) - Iw
. { NMOS-mirror | I,BMOS—mirror . + Z IjU(UM — g (t) — IwG_ I; ) )
(i)l 1 Dk } In 7 e

This first-order differential equation has stable equilibrium
points if (d0zw /dVzw)|equilibrium point < 0. Deriving (7) with
respect tov,,, results in

trip voltage. Let us also assume that the output current of a do

cell is given by Co——2 = -G, - ZI U'(s) (8)

‘dugw
Loj(®) = LiUoar = vz (1)) ®) Since G, I;, and U’(:) are always positive, (8) is always

whereU(-) is a continuous and differentiable approximatiofiegative for all possible values ef.., (including its unique

to the step function. For example, we can deftig) as the equilibrium point). Consequently, (7) represents the dynamics
sigmoidal functionl/(z) = 1/(1 + ¢~*/¢) wheree is positive Of a stable systerhThis discussion assumes that tNeoutput

and nonzero but close to zero. Now consider (2) for two nodéirrent mirror presents no delay. This is not very realistic,
j andw. Let w be the node that eventually should become tH®wever it can be shown [12] that the circuit is still stable
winner. If we subtract (2) for the two nodgsandw, then

Fig. 4. Diagram of the WTA circuit.

4The stability proof given in [20] for this system is not correct because
it implicitly assumes symmetric interconnection weights between the cells,

Colt3j(t) = Vpw()] + Gelva;(t) — vow(t)] = Iy — I;. (4)  which is not true.
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when assuming thév-output current mirror presents a delay

modeled by first-order dynamics. I3 c];_‘ o
Performing electrical simulations of the circuit in Fig. 4 |1, “Snp

reveals that the previous stability analysis is a good approx-
imation as long as the equilibrium point does not lie in the
transition region of any of theéV sigmoidal functionsl/(-). j'”] )
This can only be guaranteed df; = I, and the two largest 1 MOS-mirror | N & 38,
inputs I; andI,, are sufficiently different. ltx; > I; or (with )
a; = I;) if two or more inputs/; are maximum and very @ ®
similar, the equilibrium point of the system (see Fig. 2) will _ - -
be in the transition region of some sigmoitig-). In these 1{}{% cp% §""
cases, transistor parasitic elements that have been neglected 8
Vii A vo-"JJ Ly
G.3 7 C, ,
Sl

<
1z

in the analysis of Section IV may render unstable behav-
ior. Consequently, some kind of compensation is necessary.
Under unstable conditions the system exhibits the following
characteristics (observed through electrical simulations with
HSPICE).

a) Only the cellsj whose sigmoid function&/(-) must be
é:ig. 6. (a) Parallel connection of unstable cells, (b) uncompensated small

in their transition region at the equilibrium point are. : - : . e
. signal equivalent circuit, and (c) compensated small signal equivalent circuit.
unstable. The rest of the cells behave as if the system

had reached its equilibrium point.

b) The unstable cells present oscillations (presence of col¥Rte that now the stability condition does not depend on
plex conjugate poles). gain A and is easier to fulfill. However, now capacit6t,

c) In the case ofy; = I; and with two or more equal degrades the settling speed of the system. CapaCifoacts

maximum inputs, the steady-state oscillating waveforn®$ @ Miller capacitance. Since the dc gain from nedg to

at these cells become the same, regardless of their iniffd€ve; iS approximately—A (i.e., the negative of the slope
conditions. of U(+)), there will be an effective Miller capacitance of value

This last observation suggests that a stability analysis co&lfé + 1()10*4 Int p a;allel W'.E[.h the quglnflgcbce:pfatﬂtor: I thg
be performed by simply considering one cell in the syste I,g_mil tIS no_t!n IS transition regblom - I7 u IThe S'?mO'f
which represents the parallel connection of all unstable cel'lg,In IS ratnsoll |on”reg$)nA ca;nb € \r/]ery adrgte. erefore, tor
as shown in Fig. 6(a). On the other hand, since the unstafsfgnPensated celis, (7) must be changed to

cells have the equilibrium point in the transition region of theilC, + C 4 + U’ (vas — V2w )Caltzw

sigmoidU(-), we can linearize these sigmoids for the stability 1. — 1.

. . . . w J
analysis. Therefore, let us consider the small signal equivalent= Ge(vym = Vow) — Iw‘f‘z IJU<UM — Vg + a )
circuit shown in Fig. 6(b), where the circuitry comprised by J ¢
dashed lines represents the parallel of all cells with equal (11)

and maximum input. The rest of the circuitry models thie . the winning cell is in its transition regio}’ (v, —vuw) # 0

output current mirror (or set of current mirrors) responsiblgnd a large capacitan@ + (A+1)C. is present at node, .
for distributing the global currenf, among theN cells. The Otherwise,U’ (v — ve) = 0 and the effective capacit;nce
minimum set of dynamic elements needed for the systemigoOnly C.+ Cy. e
present unstable oscillating behavior are parasitic capacitors
C., C,, and C, (observed through electrical simulation).
Performing small signal analysis on the circuit in Fig. 6(b),

it can be shown that the stability condition for this circuit is A WTA-MAX system with N = 10 competing cells

cj)

©

IV. EXPERIMENTAL RESULTS

approximately [12]-[13] has been designed and fabricated in two different CMOS
technologies. The first prototype has been integrated in a

AM < %(mep + 9mn> (9) double-metal single-poly 1.0m CMOS technology (ES2),

g \Cp Gy and the other in a double-metal double-poly 2m-CMOS

where M is the number of cells with equal and maximunProcess (MIETEC). Both technologies were available through
the European silicon foundry service, EUROCHIP. Circuit

input. This condition is not easy to satisfy sindemust be schematics and transistor sizes of the unit cells are shown
large for proper operatiod4 may become large, and it is not>™
g Proper op y ¢ Fig. 3(c) and (d) for the MIETEC 2.4m and ES2 1.Q:m

trivial to make the right hand side of (9) very large. Stabilit)'p ) :
compensation can be achieved by introducing capa€iigras CMOS processes, respectively. Sizes of the PMOS current

shown in Fig. 6(c). By small signal analysis of this circuit, if'™0"ing transistors were 17pmx 4 um and 151um x 2.5

can be shown that the stability condition for this circuit is [12{]‘m . th_e M“_ETEC_: and ES2 prototypes, re_spe_ctively.
If the circuit is going to be used as a MAX circuit, all current

Cy > In . (10) mirrors must provide good replication precision. They need
gmn/Cg + gmp/Cp to have small systematic errors and small random deviations
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TABLE |
CURRENT-MODE WTA PRECISION MEASUREMENTS
1p
Technology :::é:;b:;l;:
10pA 100uA S00puA ImA
ES2_1.0um 1 2.00% 1.07% 0.58% 0.56%
ES2_1.0um 2 2.35% 1.03% 0.59% 0.57%
MIETEC_2.4um 1 1.94% 0.98% 0.70% 0.69%
MIETEC_2 4um 2 2.15% 1.17% 0.96% 0.87%
MIETEC_2.4um 2 2.24% 1.05% 0.73% 0.74%
ES2_1.0um

[14], so that the resulting value of curref resembles the s
maximum among all inputs as close as possible. However, §
the circuit is going to be used as a WTA circuit, requirementd
are not that severe. If inside one single chip, a WTA per
forms the same even if the current mirrors have appreciab
systematic errors. Since systematic errors are common wi
respect to all inputs, the system can still determine whic
input is maximum. On the other hand, random mismatc
errors in the current mirrors must be kept small because the
errors change randomly from one input to another. Reducin
random errors implies using larger transistor sizes. Reduci
systematic errors implies using more elaborate current mirrd
topologies that either reduce their output conductance (usi
cascode [15], regulated cascode [16], or gain-boosting [1
techniques), decrease their input impedance [18], or both [1%; 7. Transfer curves of the WTA implemented in a ES2 /And-chip for

The application we had in mind when we developed this circuit input current level of 10QA.

was a WTA for a multichip real time clustering system [11].

Consequently, it was not critical that the final value/pbe an sweeping the input current of the secohdfrom 0.9 x Ip
exact replica of the maximum of the inputs. Therefore, we usesl 1.1 x Ip. The figure represents the two inverter output
a simple three-transistor current mirror (without any outpwoltagesv,; and v,; versus the current;. For each pair of
conductance or input impedance decreasing technique) ¢efls: andj, we measured the value &f at the point where
the two-output NMOS current mirror of each cell. However,,, — v,;. Let us call this valuel,. Thirty curves were
we used active input current mirrors [18] for thé-output measured for each value éf, resulting in 30 values of ;.
PMOS current mirror and for the extra NMOS assemblinghe difference between the mean of thesd 30values and
current mirror (see Fig. 5). These current mirrors assure fixgda measure of the systematic errotgf. Let us call ite(Ip).
voltages at their input nodes. This was necessary becaus#&Hé variance of the 30,; values represents the random error
the system is distributed among several chips, the preseatg,,. Let us call itc(Ip). In the case of Fig. 7, corresponding
of the assembling current mirror would break the symmetgg a WTA inside one single chip fabricated in the ES2 1.0-
between some of the inputs, making systematic errors affegh CMOS technology with/» = 100 A, we measured a
these inputs differently. The following presents proper systefandom deviation of>(Ip) = 1.04% and a systematic error
operation of a WTA circuit in one single chip, in two chipsof e(Ip) = 0.03%.

of the same technology, and in two chips each of a differentTable | contains the measured total error (defined(ds )+
technology. As will be shown, the dc behavior of the systeriIp)) for three decades of change Ip. The table shows

is not degraded when the operation is distributed amopgsults for the cases of WTA's inside one chip, assembled
several chips. In the remainder of this section we will detailsing two chips of the same technology, and assembled with
experimental measurements related to the precision of a Wifo chips of different technologies. Note that the precision

and its speed response. degradation is very small when the system is distributed among
two chips, regardless of whether the chips are of the same tech-
A. Operation Precision nology or not. This is the main advantage of this WTA-MAX

The dc transfer curves of the system have been measufifguit with respect to others reported in literature [1], [2].

for different input current levels and for different system )

configurations. Fig. 7 shows 30 transfer curves when tf Operation Speed

competing cells are inside the same chip. Each curve isDelay measurements were performed as follows. Only two
obtained by randomly selecting a pair of input celland input signals were made nonzero. Let us call thenand 1.

4 applying a constant input curreiif = Ip to the first, and Current/; was made constant and equalltg, while current
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TABLE I
MEASURED DELAY TIMES FOR ONE-CHIP WTA'S
ES2_1.0um MIETEC_2.4pum
Iy Ay
L ) a3 Laa Iy ) ) L
104A 2uA 6.132ps 4.824us 2.616ps 3.282us 3.796us 2.988ps 3.842us 5.208us
10uA 10uA 1.574us 1.369us 1.258us 1.408us 2.076us 1.818us 1977us 2.284us
SOHA 10pA 1.289us 1.023ps 677ns 805ns 1.037us 909ns 1.058ps 1.178ps
50uA 50uA 364ns 319ns 308ns 342ns 502ns 471ns 455ns 532ns
100uA 20uA 943ns 801ns 222ns 254ns 594ns 587ns 641ns 637ns
100pA 100pA 191ns 167ns 131ns 153ns 276ns 249ns 273ns 281ns
SO0HA 100uA 161ns 147ns 125ns 128ns 166ns 144ns 12ns 130ns
S004A 200pA 59ns 68ns 48ns 9ns 104ns 95ns 108ns 102ns
TABLE llI
_____________________________ MEASURED DELAY TIMES FOR A Two-CHiP WTA
I I
1 ES2_1.0pum
ALy Ty
IN Iy Al
l _____________ I Ip In Las
1
2 TOpA WA 16.8us .500s 5.40ps 3.4001s
g Lo i 10uA 10pA 32ps 2.35us 1.864s 1.80ys
A i : 100pA 204A 470ns 480ns 750ns 590ns
100uA 100pA 235ns 230ns 270ns 240ns
500uA 1003A 154ns 134ns 375ns 150ns
S00nA 200uA 150ns 104ns 136ns 110ns
dir 3=, and the PMOS mirror(s) drive its corresponding input current.
"2 o "d4

On the other hand, for stability, (10) has to be satisfied: by

increasing the number of chips, capacitadgewill increase;
Fig. 8. Transfer curves when two ES2 Lén chips are assembled and for

an input current level of 1A, however if instead of (10) the following condition is imposed:
oy > e, (12)
I, changed in a pulse between valugg — 0.5AIn and Gmn

Iiv + 0.5AI, as shown in Fig. 8(a). The pulse starts gf, system will remain stable no matter how larggis.
time ¢,; and ends at timé,,. Waveformswv,; andv,» have

the shape depicted in Fig. 8(b). Four different delay times

were measured. For the system response caused by a rising V. CONCLUSION

edge inly, time ¢4, is the delay between time,, and the A WTA-MAX circuit design technique based on current-

instant at which voltage,, crosses the 50% value of itSyoge signal processing has been proposed. The precision of
range. Delayty, is the same for output voltage,;. For the {he circuit relies on the proper replication and comparison of
system response caused by a falling edgd.intime t43 IS cyrrents. This maintains good precision for circuits with a large
the delay between time,; and the instant at which voltagenumber of inputs and when the circuit is distributed among
vo1 Crosses the 50% value of its range. Deday is the same several chips. Stability analysis of the proposed circuit has
for output voltagev,>. Measurements were performed ik peen addressed and stability conditions derived. A stability
values of 10uA, 100 pA, and 500u:A, and for Alix equal compensation scheme has been proposed. Two prototypes, for
to 0.2f;x and Ii. Table Il shows the measured delay timegwo different technologies, have been designed, fabricated, and
for those cases where the system is inside one single chisted. Proper performance has been experimentally verified
Table Ill shows the delay times measured when a WTA {&r both prototypes, as well as for circuits assembled with
assembled using two chips of the ES2 4@-process. Note different chips, even if each chip is of a different technology.
that, in general, speed is degraded for a two-chip WTA. Whethe performance of this WTA-MAX circuit as compared to
the system is scaled up (increasing the number of inputs gn@vious implementations [1], [2] is similar for both precision
chips) its speed will be further decreased. However, as loagd speed. Actually, for speed performance, worst results
as current levels are maintained, its precision is preservegbuld be expected with the proposed circuit since it needs
Note that when increasing the number of inputs, the currestability compensation. The advantage of the present circuit is
levels can be maintained, because in the steady state (for tred it does not loose precision when used in multichip systems.
single winner) there is only one two-output NMOS mirror ONn order to achieve this with previous implementations [1],



286

IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 33, NO. 2, FEBRUARY 1998

[2], some on-chip calibration schemes would be needed to network hardware implementationdZEE J. Solid-State Circuitsvol.

compensate for interchip systematic transistor mismatch errors
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