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Design and Implementation of 65 trits Multiplier
In a Quasi-Adiabatic Ternary CMOS Logic

Diego Mateo and Antonio Rubio

Abstract— Adiabatic switchingis a technique to design low- ¢
power digital IC’s. Fully adiabatic logics have expensive silicon P V,
area requirements. To solve this drawback, a quasi-adiabatic
ternary logic is proposed. Its basis is presented, and to validate %-F{ )rf¢,ef.p
its performance, a 5 x 5 ternary digit multiplier is designed in v

out-s

and implemented in a 0.7am CMOS technology. Results show a

satisfactory power saving with respect to conventional and other \

quasi-adiabatic binary multipliers, and a decrease of the area o : ) l
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needed with respect to a fully adiabatic binary one. T '§' T '3y n
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Index Terms—Adiabatic switching, low-power digital design, in 1><» out-s =in £ 3 o

low-power multiplier, ternary CMOS logic.
Fig. 1. Structure, symbol, and clocks of the STI (simple ternary inverter).

I. INTRODUCTION

HE design of digital very low-power integrated circuitsco_rnIOIeX sy_stem; and finally, the eX|st|_ng compromise between
pise margins and energy consumption.

has become a strategic topic of research [1]. Differefl
techniques at the different levels of the design can be applied to
achieve low consumption. One of these techniques is adiabdlic
switching [2]-[6], which is based on two basic principles: Adiabatic logics usually consider four basic phases in one
slowing down the transport of charge, and recovering tli@mputational cycle for each logic stage (see Fig. 1):
charge stored in the parasitic capacitors. The different adiabatiq) input validation
logics that have been developed until now can be classified a9) outputevaluation power supplies (clocks) are activated
fully adiabaticlogics [2], [3] and nonfully orquasi-adiabatic by slow ramp signals, computing the input information:;
logics [4], [6]. The advantage of the first logics over the 3) hold: the value of the output is read by the next gate;
others is their smaller consumption, and the disadvantage ist) outputrecovery the clocks are deactivated, returning the
the increase of the silicon area required, due basically to  output to its previous value.
the implementation of computational reversibility needed to |, the QAT logic, the same four phases are used, but

obtain recovery of charge [2]. An alternative to this probleme agapted to the ternary valuation. The algebra used to
is presented in this paper: guasi-adiabatic temar(QAT)  jmplement the ternary valuation is the Yoeli-Rosenfeld algebra
CMO_S logicis proposed in order to obtain the terngry cwcwfg], which allows easily integrated CMOS implementations
benefits of reducing the area [7]. The consumption of tr[g]_ The three logic levels (“1,” “0,” “1) are represented
QAT logic is similar or smaller than the dissipation in othelc)y the voltage levelsV_., Vp, and Vi, respectively, with
quasi-adiabatic logics. , , Vi > Vo > V_;. Ternary gates presented here are based
The basis of the logic is presented in Section Il. 18y the dynamic ternary gates shown in [9]. They are made
Section Ill, the implementation and measurement of & 5 om conventional binary CMOS structures with a maximum
trits (ternary digits) multiplier are shown, and in Section 'V'_'t%ositive power supply voltagé; ) chosen in such a way that,
performances are compared with those from other multiplie{§nen an intermediate voltag#; ) is applied to the input of the

Basic Cells

In Section V, the conclusions are summarized. gate, both types of transistopsandn are off. This condition
implies that
II. QAT CMOS LoaIc (Vi = Vo) =|Vip| — A
In this section, the basis of the logic is presented: first, its (Vo—-V_1)=V,, — A, 1)

basic cells; then, how to interconnect them to build a more
where A,, A, > 0.
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Fig. 2. Three different computational cycles of the STI for the three different inputs™“0,” and “1.”

positive and negative power rails (Fig. 1). In Fig. 2, three
computational cycles of the STI are shown. WHép = 1}
(second cycle), both transistors are off, and the output remains
at its precharged voltagéy) after the evaluation phase. When

Vin = V_1 (first cycle), the PMOS is on, and therefovg,; Vin
follows ¢, from V; to Vi in the evaluation phase. When

Viw = V1 (third cycle), the NMOS is on, and,,; follows

¢, from V5 to V_;.

Because of the nonzero values Af, and A,, switching in
is not fully adiabatic sincd/;, (in n and p transistors) may n
be different from O in the evaluation phas& (@nd ¢ in
Fig. 2). Two parts may be distinguished in a switching of this
logic: the first one is nonadiabatic, and its energy waste, taking
Vin = [Vipl and A, = A, = A, is v,

ut

Vo
F ¢ref-n

~ 1 2
Enonad — §CLA . (2) ¢p
v,

The second one is fully adiabatic, and its energy waste has the
typ|ca| dependence in adiabatic Circuitsfﬁfl [2] [See (3)] Fig. 3. Structures, symbols, and clocks of the NTI and PTI.

Moreover, because ah,, and A, the output voltage does
not return to the desired precharge value in the recovery phased in the decoder block, and they always have both signals
(ts andt4 in Fig. 2). A refreshment technique is proposed tavailable at their inputs.
solve this requirement. A CMOS transmission gate is used toln Fig. 4, the structure of the implementation of a generic
precharge the output, activated By.s-, and ¢.t-». In the function in the QAT logic is shown. Variableg‘l, 22, 2}, and
same figure, the output is precharged in momeptandts. «;'° are four unary functions of each input variablg9], and
The energy waste in this nonadiabatic transport of chargetli®y are generated by usingdacodey which is implemented
(1/2)Cr A% from two PTI's, two NTI's, and two STI's. Theutput blockis

The structures and power supplies of the positive atmmplemented by a one-level structure, where thandp nets
negative ternary inverters (PTl and NTI) are shown in Fig. &re, in general, not complementarynet implements the low
Their behavior is similar to the STI, with small differenceslevel (“*—1"), andp net implements the high level (“1"); when
The precharge value of the positive Tl is the high leVelso both nets are off, the output will remain at the intermediate
the positive rail is attached t&;, and the negative rail goeslevel (“0”). Therefore, high and low levels are static (the output
from Vi to V_; in the evaluation phase, and back ¥ in is clamped at; or V1), but the intermediate level is dynamic
the recovery phase. To diminish the nonadiabatic switchinghe output is in high impedance).
a transmission gate is used in the negative net instead of dn adiabatic logics, each signal is activated and deactivated
single NMOS transistor. The negative Tl is symmetrical tm each computational cycle. Then, if some information is
the positive one. Then, both PTI and NTI need, at the inputeeded in any moment after its generation, it must be delayed.
both signalsin and its complementaryn (in = STI(in)). To do that, adelay cell(DC) is used, which is implemented
As explained in the next paragraph, PTI and NTI are onfyom two cascaded STI’s.
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B. Interconnection of QAT Gates F_ig. l!_S. Computing sequence of the power supplies for one phase of the
pipeline.

Pipeline techniques are used when adiabatic basic gates
are interconnected to build complex functions in order to
have a good throughput [2]. Different adiabatic pipelines hayehere V; is the threshold voltage. In QAT logic, the energy
been previously implemented, using between 1 [10] and 4¥§ed to switch the one node has a similar expression:
clocks [11] (in the first case, less area is needed, but the s~ 100 A2 ©6)
dissipation saving is small). In order to recover the stored QAT = 2~L
charge, computational reversibility is applied. Breaking thghere A is smaller thar¥;. Choosing values foA, and A,
reversibility at some points saves area (it is not necessgy small as possible, the consumption is minimized. But there
to implement a fully reversible computer), but it produceg a |imit, related to the noise margin, as is shown next.
an extra waste of energy at these points, from where chargen any ternary logic, differenoise marginsnust be defined.
cannot be recovered. In QAT logic, the computation is dong QAT logic, static and dynamic outputs are used. The noise
quasi-adiabatically in each block byl@cal retractile cascade margins of the static outputs are related to the threshold
that uses ten clocks (Flg 5), and reverSibi”ty is broken at t%“ages of the transistors‘/tn7‘/tp)_ The noise margins of
end of the block. Therefore, the Charge stored at the first nq(ﬁ% dynamic nodes are related to the parame&ﬁs and
of each gate (marked with “*”in Fig. 4) is not recovered, and\  previously presented, and smaller thyis. These are
its energy is dissipated. When doing the layout, this node mygkrefore the noise margins taken into account. Specifically,
be carefully designed in order to minimize its capacitance. the worst noise margin is for the STI situated in the input

Any system in this logic can be implemented using gf a delay cell when it has an intermediate level “0” at the
pipeline of two phases. The clocks: and ¢, of phase 1 input. This gate has the minimum noise margin because its
are common tap? and¢; of phase 2, so the total number ofputput is in high impedance for a longer time than the output
clocks is 18 and not 20. of the other cells (due to the timing used for the clocks). To

obtain an analytical expression of the noise margins of that

C. Logic Levels, Power Consumption, and Noise Margins STI, the subthreshold current model given in [12] is used. The

In fully adiabatic logics, the energy needed to carry out orff© NiSé margins (positive and negative) of this STI having
switching is [2] a “0” at the input are

Cr nn¢t
RC + _ [ o L S R
Ergl-adi = TL cLV?. 3) NMoo = B+ 1 <nn . <10T (W/L)nIDm) np) ")
- Cr npd)t
In some quasi-adiabatic logics [4], this energy is NMoo =By + bt <”P In <ﬁ (W/L)pIpo ) - ””) (8)
Eoquarad-1 = 3CLVaV (4) whereT’ is the period of charge/decharge){ is the time that

the output is in high impedance); is the thermal voltage, and
whereV, is the drop voltage of the diodes used to prechardey, is the total capacitance at the output of the STI. A simple
the nodes. And in other quasi-adiabatic logics [6], [10], thapproximation for these two expressions is

energy is given by NIt~ A ©
00 — =
Equa-ad-? = %CLV;Q (5) NMO_O >~ AT‘ (10)
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Fig. 6. Control ofV},, by using the body effect in order to have symmetrical i
logic levels.
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To guarantee a minimum noise margih,, and A, must be
greater than a certain minimum. Therefore, there is a tradeon
between noise margin and energy consumption. Values abbdt 7. Photograph of the IC.
0.3 V have been used fah’s in experimentation, and with

a proper design of the layout, we think it is possible to use

lower values. pipeline
For a technology with a threshold voltage of 1 V, the ,|Phase
energy saved when switching a node, with respect to other
guasi-adiabatic logics (5), is 1
E ua-adi Vi 2
Zauaadi <—t> ~ 10. (11)
EQAT A
Once A,, and A, have been chosen, for fixed threshold
voltages, logic levels are obtained from (1): ¢2
V0:V71+Vvtn_An o1
where V_; can be considered as the reference voltage. To 2
have freedom in the choice of logic levels, it is necessary to
have access to the technology in order to control the values of
the threshold voltages. Another possibility that gives a certain o1

freedom when choosing the voltage levels is to modify the

threshold voltages by using the body effect. In the case of thé™s M.

multiplier that has been implemented, the threshold voltagesid. s. structure of a 3 3 trits multiplier. PG are product generator cells,
the technology used (ATMEL-ES&cpd07¥ are |V;,,,| =1V  HA are half adders cells, FA are full adder cells, and DC are delay cells.
and V;,,, = 0.85 V. Considering equal values faf,, and

Ap, non§ymmetrical '0_9"? levels are obtgined (12). To havélnergy dissipated in the IC in this switching, and delivered
symmetrical levelsy:y,, is increased by using the body effectby the mentioned clock, is the difference between the energy

as shown in Fig. 6. given by the clock Ey,) and the energy returned to(iE..: ).

Doing that for all of the clocks, the total consumption of the
QAT multiplier is obtained.

In order to validate the functionality of the QAT logic and
evaluate its performance, a % 5 trits multiplier has been
implemented in a 0.7um double-metal single-poly CMOS IV. CoMPARISON OF THEQAT LoaGIc WITH OTHER LOGICS
technology. The IC has a total area of 2.6 fanand its In order to compare the performances of the QAT logic
photo can be seen in Fig. 7. A Wallace tree has been useith other logics, in Table I, the QAT multiplier is compared
to implement the multiplier. In Fig. 8, the structure of ax33  with four other multipliers. These are 8 8 bit multipliers
trits multiplier is shown. The consumption of the multiplier issince 8 bits is approximately the same amount of information
measured by using a Tek-DSAB602A digitizing signal analyzexs 5 trits (2 ~ 3°). The QAT multiplier is supposed to
by sampling the voltage and current of each clock. In Fig. @ork in a QAT environment (the developed logic allows us to
out is an output of the multiplier, giving “1” as a result;implement any system); if it is used in a binary environment,
¢p32 and ¢, 3, are the clocksp, and ¢, of the output block the conversion from binary to ternary and vice versa should
corresponding to the last level of the multipligg;. is the be considered.
voltage over a resistance of X2kof the current delivered Two of the considered multipliers when doing the com-
by the clock¢,s2, and P.s. is the corresponding power. Theparison use the fully adiabatic logics SCRL and CRL. Their

IIl. | MPLEMENTATION OF A MULTIPLIER
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Fig. 9. Measurements of the multipliei,s» is the current from the clockb,s> and Pp3» is the corresponding powetE;, — E.et) is the energy
dissipated in this switching.
TABLE 1
COMPARISON OF DIFFERENT MULTIPLIERS
# devices | # clocks + Power Delay PDP Suppl.
power lines
Fully Ad. ~ 6300 4843 2.5 uW 1.6 us 4plJ 5V
SCRL 8x8
bits mult. [3]
Fully Ad. ~ 32000 443 20 uW 0.4 ps 8pJ 5V
CRL 8x8 bits
mult. [11]
Quasi-Ad. ? 242 2.5mW 200 ns 500 pJ 33V
QSERL 8x8
bits mult. [13]
Static CMOS | 2308 0+2 mw | % 20pg 5V
8x8 bits mult. 8mW | 38ns p 3.3V
V_i=18V
QAT 5x5 trits 3850 18+4 4 uW 17 ps 70pJ Vo =25V
mult. Vi=32V

performances are obtained by theoretical analysis from tthee output capacitances considered are the same capacitances
papers where these logics were presented, in [3] and [1&htained when measuring the QAT multiplier (7.5 pF for each
respectively, assuming the samepd07technology, and con- one).

sidering a charging/decharging peri@d—= 100 ns. The third = The comparison is done as a function of the area, consump-
one is a conventional CMOS multiplier implemented withion, and delay of each multiplier. The delay is defined as the
CAD tools in the ecpd07technology, whose performancegime needed to carry out one operation. The area is evaluated
are obtained by simulating with Hspice the extracted netlias a function of the number of devices and the number of
from the layout. The fourth one uses the quasi-adiabapiower supplies. The parameter used to compare the global
logic QSERL. Its consumption is obtained from the ratiperformance of the different multipliers is tmwer—delay
between the consumption of the QSERL multiplier and product (PDP), or what is the same, the energy required to
conventional one (ratio presented in [13] and obtained lparry out one multiplication.

simulation), using as data for the conventional multiplier The power supplies used to make the measurements of
the consumption shown in Table I. In the four multipliersthe QAT multiplier use exponential waves instead of ideal
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ramps because of simplicity in the implementation. The powep]
dissipation shown in Table | is only the IC consumption,
without the dissipation due to the clock generation since they,
have not been yet implemented with the ability to recover
energy: taking into account the clock generation efficiency i
under present investigation (previous works about power-clocjg)
generation show an efficiency from 80 to 90% [4], [13]).

From Table I, the following results can be summarized: thd"!
PDP of the QAT 5x5 mult is worse than the PDP of the fully [g]
adiabatic binary 8< 8 multipliers due to the nonfully adiabatic ]
switching and the breakage of reversibility, but it is still one
order of magnitude better than the PDP of a conventioniab]
binary CMOS 8x 8 mult, and seven times better than the
PDP of a multiplier implemented in other quasi-adiabatic logigi 1]
The area saving of the QAT multiplier in front of the smallest
fully adiabatic but binary multiplier is 60% in the number[12
of devices, as well as having an intrinsic benefit in routing
because of having five trits in front of 8 bits. (13]

V. CONCLUSION

A new low-power logic has been presented, which uses
quasi-adiabatic switching and partial energy recovery. A spe-
cial feature of this logic is to be ternary, in order to diminisl
the area needed with respect to other adiabatic binary logi
keeping a satisfactory power saving. AX55 trits multiplier
has been implemented using this logic. Measurements sh
a power—delay product one order of magnitude better thar
conventional 8x 8 bit CMOS multiplier and smaller than
the PDP of a multiplier implemented in other quasi-adiabat

logic; and there is an important area saving with respect & =

fully adiabatic 8 x 8 bit multipliers. As future work, power
supplies with the capability of recovering energy must be
included in the design.
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