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Abstract

Unlike traditional ASIC technologies, the geometrical
structures of clock trees in an FPGA are usually �xed
and cannot be changed for di�erent circuit designs.
Moreover, the clock pins are connected to the clock
trees via programmable switches. As a result, the load
capacitances of a clock tree may be changed, depend-
ing on the utilization and distribution of logic modules
in an FPGA. It is possible to minimize clock skew by
distributing the load capacitances, or equivalently the
logic modules used by the circuit design, carefully ac-
cording to the circuit design. In this paper we present
an algorithm for selecting logic modules used for cir-
cuit placement such that the clock skew is minimized.
The algorithm can be applied to a variety of clock tree
architectures, including those used in major commer-
cial FPGAs. Furthermore, the algorithm can be ex-
tended to handle bu�ered clock trees and multi-phase
clock trees. Experimental results show that the al-
gorithm can reduce clock skews signi�cantly as com-
pared with the traditional placement algorithms which
do not consider clock skew minimization.

1 Introduction

Clock skew is de�ned as the maximumdi�erence of the
delays from clock source to clock pins of latches in a
clock tree. Since clock skew may a�ect system perfor-
mance and even cause system failure, it is important to
reduce clock skew for achieving high performance. In
Field-Programmable Gate Arrays (FPGAs), the rout-
ing resources are �xed after chip fabrication. The pop-
ulation and distribution of programmable switches are
usually restricted in order to reduce interconnection
delays. The routing resources in FPGAs, therefore,
lack the 
exibility required by the clock tree construc-
tion algorithms (e.g., [11]) for traditional ASIC tech-
nologies to achieve zero skew. As a compromise, the
geometrical structures of clock trees in many commer-
cial FPGAs [1, 2, 9] are �xed and hence cannot be
changed for di�erent circuit designs.

Usually, there are several clock trees in an FPGA
chip. Clock pins of latches in logic modules of an
FPGA are connected to the designated clock trees via
programmable switches. Figure 1 illustrates an archi-
tecture of connections of clock pin (CLK) in a logic
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Figure 1: Connection architecture of clock pin to clock
networks.

module to clock trees in an FPGA. There are two clock
signals: CLK1 and CLK2. Programmable switches are
shown in circles. The clock pin of logic module can be
connected to any of these two clock signals, as well as
to the normal routing tracks. There are several rea-
sons for such architecture of clock pin connection. One
is multi-phase clocks. The total number and distribu-
tion of logic modules connected to a particular clock
signal network in multi-phase clocks depend on circuit
design and cannot be predetermined before FPGA fab-
rication. We thus need to allow each individual logic
module to have the freedom of selecting clock signal
to connect to [1, 2, 3, 4, 9]. Another reason is that cir-
cuit designer may occasionally want to drive clock pin
by the outputs of logic modules for local asynchronous
clocking [1, 2]. This requires that clock pins can be
connected to normal routing tracks as well as clock
trees. Furthermore, clock trees may also be used for
distributing other global signals, such as reset and en-
able, rather than clocks [1, 2, 9]. Due to such clock
pin connection architecture, the load capacitance seen
at a clock pin of a logic module by a particular clock
tree can be changed in di�erent circuit designs, de-
pending on whether the clock pin of the logic module
is connected to the clock tree. The load capacitances
of a clock tree therefore depend on the utilization and
distribution of logic modules in the circuit design.

For a given circuit design, the total number of clock
pins to be connected to a particular clock tree in an
FPGA is available prior to circuit placement. The
distribution of clock pins connected to a clock tree,
which is determined during placement, will determine
the load capacitance of the clock trees and is an im-
portant factor a�ecting clock skew. In order to reduce
clock skew of a clock tree, it is necessary to distribute



clock pins connected to the clock tree carefully dur-
ing placement to balance the load capacitances in the
clock tree.

Traditionally, the objectives of placement algo-
rithms are minimizing areas, total wire lengths, or sat-
isfying timing requirements, but not minimizing clock
skew. Therefore, traditional placement algorithms are
not readily applicable to minimizing clock skew in FP-
GAs. Thus, it is necessary to develop new placement
algorithms for FPGAs with primary objective of min-
imizing clock skew. In this paper, we present an algo-
rithm for selecting logic modules in FPGA which will
be the only logic modules used for circuit placement
such that the clock skew is minimized. The selection
of logic modules is dependent on the circuit design as
well as the clock trees. The Elmore distributed RC
delay model is used to compute the delays in clock
tree. The algorithm can be either used as a preprocess-
ing step before placement, or combined with min-cut
placement algorithm for a special class of clock trees to
minimize clock skew and wire length simultaneously.

The remainder of this paper is organized as fol-
lows. First, we describe the clock trees in several
commercial FPGAs. In addition, We also propose a
class of clock tree architectures suitable for minimiz-
ing clock skew and wire length simultaneously during
placement. Next, we describe the algorithm for select-
ing logic modules for minimum clock skew placement.
The algorithm can be extended to bu�ered clock trees
and multi-phase clock trees. Finally, we present ex-
perimental results and the comparisons with the tra-
ditional placement algorithms on several industrial cir-
cuits.

2 Clock Tree Architecture

In this section, we describe several clock tree archi-
tectures. We assume that the logic modules in an
FPGA are identical and are laid out in regular struc-
ture de�ned by a rectangular grid. The symmetrical
array [4, 8] and row-based architectures [3, 7, 9] used
in popular commercial FPGAs belong to such regular
structures.

First, we describe two clock tree architectures used
in commercial FPGAs. See Figure 2. The comb clock
tree architecture (Figure 2(a)) is used in row-based
FPGAs [1, 2]. Clock signal is passed to the spine on
one side of the chip. Inside each channel, there is a
special track, called branch, connected to the spine.
The clock pins in logic modules can be connected to
the branches in the adjacent channel via switches. The
dual comb clock tree architecture (Figure 2(b)) is used
in symmetrical-array based FPGAs [4] 1. There is a
vertical spine in a vertical channel of the chip to dis-
tribute clock signal to the branches in horizontal chan-
nels. Unlike comb architecture, the spine in general
intersects with branches, instead of being connected
to the endpoints of the branches. Note that a comb

1The clock trees in [4] are constructed \on-line" using normal
routing resources. The constructed clock trees, however, always

remain the dual comb structure as shown in Figure 2(b).
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Figure 2: (a) Comb clock tree. (b) Dual comb clock
tree.

Figure 3: An 8 � 6 array of modules and a slicing
binary clock tree.

clock tree is a binary tree and a dual comb clock tree
is a 3-ary tree.

We now propose a class of clock trees which is de-
signed for minimizing clock skew as well as wire length
simultaneously. We denote the subtree rooted at an in-
ternal node u of a clock tree T by Tu. A logic module
is in Tu if the clock pin of the logic module can be
connected to a leaf node of Tu. The proposed clock
trees, called slicing binary clock trees, have the follow-
ing properties. The clock trees are binary trees. The
root node of the clock tree thus has two children sub-
trees. All the logic modules in one subtree of the root
node are separated by a straight line from all the logic
modules in the other subtree of the root node. The
root node of the clock tree thus represents a cut line
of the entire circuit. Similarly, every internal node u
represents a cut line on all the logic modules in the
subtree Tu. The clock tree therefore de�nes a hier-
archy of cut lines on the entire FPGA chip. Let W
and H be the width and height of a FPGA chip, re-
spectively, in terms of the number of logic modules in
horizontal and vertical dimensions. As an example,
Figure 3 shows an 8 � 6 (W � H) FPGA. The clock
tree is constructed from H-trees. The �rst few levels
of cut lines are shown in dotted lines.

3 Selection of Logic Modules

3.1 Preliminary

A circuit design consists of a set of circuit modules in-
terconnected by nets. We assume that a circuit module
contains only one clock pin and can be realized by one
logic module. For a circuit design with N circuit mod-
ules, we want to select N logic modules in the FPGA
chip such that placing the N circuit modules on the
selected logic modules will minimize clock skew. The



Figure 4: Selection of logic modules.

selected N logic modules can be viewed as an indepen-
dent chip itself, and we can then use traditional place-
ment algorithms to place the circuit modules on the
selected N logic modules. As an illustration, Figure 4
shows a 4 � 4 FPGA with a slicing clock tree. It also
shows the binary tree representation of the clock tree.
The shaded leaves correspond to the selected modules.
Note that at every node, the numbers of circuit mod-
ules allocated to each of subtrees are known. Min-cut
placement algorithm (e.g. [5]) can then be used to as-
sign circuit modules for wiring optimization. Given a
clock tree T and N circuit modules, we de�ne a min-
skew module selection as the selection of N leaf nodes
of T such that placing N circuit modules on the logic
modules corresponding to the selected N leaf nodes
results in minimum clock skew of T .

Before describing the algorithm for computing min-
skew module selection, we brie
y review the Elmore
delay model [6, 10, 12] used in computing the delays in
clock tree. To use Elmore delay model, the clock tree is
modeled by a RC tree in which each edge is associated
with a resistance and each node is associated with a
capacitance. We denote the edge between node v in a
tree and its parent node by ev. For a node v in the RC
tree, let rv be the resistance of edge ev and Cv be the
total capacitance of the subtree Tv, including the node
capacitance at v. The Elmore delay from a node u of
the clock tree to a descendant node v of u, denoted by
d(u; v), is

d(u; v) =
X

u02path(u;v)

ru0Cu0 ; (1)

where path(u; v) is the set of nodes along the unique
path from u to v, excluding u. Note that by replacing
u with the root node of clock tree and v with a leaf
node, we can compute the delay from the root node
to the clock pin connected to the leaf node, if any. By
computing the delays from root node to all the clock
pins, we can compute the clock skew. The clock skew
of a given clock tree T can be computed e�ciently in
linear time O(jV j), where V is the set of nodes in T
[10, 11].

3.2 Min-Skew Module Selection

To compute min-skew module selection, we associate
nodes of the RC tree modeling a clock tree T with
attributes. The node attribute of a node u in the
RC tree is a set of ordered quadruples of the form
(nu; Cu; du; Su), where Cu is the total capacitance of
the subtree Tu with nu circuit modules allocated to Tu,
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Figure 5: Equivalent circuits of leaf nodes when the
clock pin (a) disconnected or (b) connected to clock
tree.
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Figure 6: (a) A subtree Tu. (b) Equivalent circuit of
Tu.

du is the maximum delay from u to clock pins in Tu,
and Su is the clock skew from u to clock pins in Tu.
The basic idea of the algorithm is to compute node
attributes bottom-up on the RC tree using dynamic
programming, and then determine the nu's using back-
tracking to obtain a min-skew module selection. Now
we describe the dynamic programming for computing
the node attributes.

First, we consider node attributes of leaf nodes. Let
R0 and C0 be the on-resistance and capacitance of
a programmable switch, respectively. There are two
possible states for a leaf node uwhich can be connected
to a clock pin of a logic module via a programmable
switch. If a leaf node of the clock tree is disconnected
from clock pin, i.e. nu = 0, the leaf node is modeled by
an equivalent circuit with only a load capacitance C0.
(See Figure 5(a).) The quadruple corresponding to
this state is (0; C0; 0; 0). If the leaf node is connected
to the clock pin, i.e. nu = 1, the leaf node is modeled
by an equivalent circuit shown in Figure 5(b), where
CL is the increase of load capacitance to a leaf node
when a clock pin is connected to the leaf node. Note
that the delay in the RC circuit of Figure 5(b) is du =
R0(C0+CL). The corresponding quadruple is (1; C0+
CL; R0(C0 + CL); 0). The node attribute for a leaf
node in the clock tree thus contains two quadruples:
f(0; C0; 0; 0); (1; C0+CL; R0(C0 + CL); 0)g.

Next, we consider node attributes of internal nodes.
Consider an internal node u with two subtrees Tv1
and Tv2 . (See Figure 6(a).) In the bottom-up pro-
cess, the node attributes of nodes v1 and v2 are avail-
able before we compute the the node attribute of u.
The node attribute of u can be computed from the
node attributes of v1 and v2 and other known data.
Let (nv1 ; Cv1; dv1; Sv1) and (nv2 ; Cv2; dv2; Sv2) be two
quadruples of node attributes of v1 and v2, respec-
tively. The subtree Tv1 is modeled by an equivalent



circuit of capacitance Cv1 and delay element dv1. Note
that for a node v in the clock tree, the capacitance Cv

of Tv with nv circuit modules connected to leaf nodes
of Tv can be computed by Cv = Ĉv + nvCL, where
Ĉv is the capacitance of Tv when no circuit module
is allocated to Tv. Thus Cv1 = Ĉv1 + nv1CL. Simi-
larly we model subtree Tv2 . The routing segment ev1
is modeled by a �-model equivalent circuit with re-
sistance rv1 and capacitance cv1, where cv1 is the ca-
pacitance of routing segment ev1 . Similarly we model
routing segment ev2 by another �-model equivalent cir-
cuit with resistance rv2 and capacitance cv2 . Com-
bined these equivalent circuits, we have an equivalent
circuit for Tu as shown in Figure 6(b). The quadru-
ple (nu; Cu; du; Su) for the node attribute of u derived
from (nv1 ; Cv1; dv1; Sv1) and (nv2 ; Cv2; dv2; Sv2) is com-
puted by the following equations:

nu = nv1 + nv2 ; (2)

Cu = Cv1 + Cv2 + cv1 + cv2 ; (3)

du = maxfD1; D2g; (4)

Su = maxfSv1 ; Sv2; D1 �D2 + Sv2 ;

D2 �D1 + Sv1g; (5)

where

D1 = rv1(
cv1
2

+Cv1) + dv1; (6)

D2 = rv2(
cv2
2

+Cv2) + dv2: (7)

Equations (2)-(4) and (6)-(7) are simply the results
of the related de�nitions and Elmore delay formula.
Equation (5) can be obtained by analyzing total 6 pos-
sible cases of the delay relationship between Tv1 and
Tv2 and using the de�nition of clock skew. The node
attribute of u is obtained by considering all pairs of
quadruples between the node attribute of v1 and the
node attribute of v2. An important observation is that
for quadruples with same nu and du 2, we need to re-
tain only the quadruple with the smallest skew Su in
the attribute computation of u. This is because that
any other quadruple with larger skew will lead to a
suboptimal solution to min-skew module selection.

After computing node attributes for all nodes in the
clock tree, we can determine the nu's by backtracking
from the root node. This can be done easily using the
information stored during the bottom-up computing
phase. The following theorem states the optimality of
the algorithm. The proof of the theorem is omitted.

Theorem 1 The min-skew module selection algo-

rithm is optimal for selecting logic modules to produce

minimum clock skew placement.

In practice, the computation of delay du need to be
discretized. Let �d = [dmin; dmax] be the range of du,

2Note that capacitance Cu is uniquely determined by nu for

a node u.

where dmin and dmax are the minimumand maximum
possible phase delays on the clock tree, respectively.
We partition �d into L intervals, [i�+dmin; (i+1)� +
dmin); 0 � i � L � 1, where � = �d=L. A delay du
which falls within an interval is rounded down to the
low end of the interval. Note that 0 � nu � N for
every node u in T , where N is the number of circuit
modules. With discretization, the node attribute of an
internal node need memory O(NL) and can be com-
puted in time O(N2L2). We thus have the following
theorem on the e�ciency of the min-skew module se-
lection algorithm.

Theorem 2 The min-skew module selection algo-

rithm runs in time O(MN2L2) using O(MNL) mem-

ory, where M is the number of internal nodes in the

clock tree and N is the number of circuit modules.

The memory requirement of the algorithm can be
further reduced by taking advantage of possible sym-
metry of the clock trees. Due to space limit, we omit
further discussion on this subject.

4 Extensions

4.1 Bu�ered Clock Trees

We assume that bu�ers can be only placed at the lo-
cations of internal nodes of the clock tree. Figure 7(a)
shows a subtree Tu with a bu�er at node u. The bu�er
can be modeled by a two-terminal equivalent circuit
with input capacitance Cb, delay db, and output resis-
tance rb [11]. See the circuit between points p and u in
Figure 7(b). Combined with the equivalent circuit in
Figure 6(b), we have an equivalent circuit as shown in
Figure 7(b) for the bu�ered subtree Tu of Figure 7(a).

Let Au and Ap be the node attributes of nodes u
and p, respectively. The computation of Ap is a trans-
formation from Au. The node attribute Au can be
computed by the algorithm described in Section 3.
For each quadruple (nu; Cu; du; Su) 2 Au, construct
a quadruple (np; Cp; dp; Sp) for Ap such that

np = nu; (8)

Cp = Cb; (9)

dp = db + rbCu + du; (10)

Sp = Su: (11)

Equation (9) is from the fact that the capacitance seen
at p is the input capacitance Cb of the bu�er. Equa-
tion (10) is a direct application of Elmore delay for-
mula. After computing node attributes of the multi-
stage clock tree, we then use backtracking to compute
the min-skew logic module selection.

4.2 Multi-Phase Clock

Assume there is a set fT1; : : : ; TKg of K clock trees in
the multi-phase clock, where Ti = (Vi; Ei); 1 � i � K.
Each clock tree is used to transmit a clock signal. Let
Si; 1 � i � K, be the clock skew of Ti. The minimum
skew logic module selection problem for multi-phase
clock is to select logic modules for every clock tree such
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Figure 7: (a) A bu�ered subtree Tu. (b) Equivalent
circuit of bu�ered subtree Tu.

that maxfS1; : : : ; SKg is minimized. For simplicity of
presentation, we describe the case K = 2, i.e., two-
phase clock. Extension from the case K = 2 to the
case K > 2 is straightforward.

To extend the min-skew module selection algorithm
of Section 3, we need an assumption on the struc-
ture of two-phase clock trees. We say two clock trees
T1 = (V1; E1) and T2 = (V2; E2) to be isomorphic if
there is an one-to-one mapping � : V1 7! V2, such that
(1) if v1 2 V1 is a leaf node of T1, then �(v1) is the
same leaf node, i.e., v1 = �(v1); (2) for any v1; v01 2 V1,
(v1; v01) 2 E1 if and only if (�(v1); �(v01)) 2 E2. The
corresponding nodes with respect to the mapping � in
T1 and T2 are said to be the equivalent nodes. Fig-
ure 8 shows an example of two isomorphic clock trees,
transmitting clock signals clk1 and clk2. A pair of
equivalent nodes is indicated by a circle.

Now we describe the the algorithm of min-skew
module selection for two-phase clock. We associate
node attribute with each pair of equivalent nodes. For
a pair of equivalent nodes v1 2 V1 and v2 2 V2,
the node attribute is a set of tuples of the form
(nv1 ; nv2; dv1; dv2; Sv1; Sv2), where nv1 and nv2 are the
numbers of circuit modules allocated in Tv1 and Tv2 ,
dv1 and dv2 are the maximum delays from v1 and v2
to the clock pins in Tv1 and Tv2 , Sv1 and Sv2 are the
clock skews of Tv1 and Tv2 , respectively. By de�ning
node attributes for the equivalent nodes in this way, we
ensure that no module will be selected by both clock
trees simultaneously, and thus avoid module selection
con
icts.

The node attribute for a leaf node is the set
f(0; 0; 0; 0;0; 0), (1; 0; R0(C0 +CL); 0; 0; 0), (0; 1; 0, R0

(C0 + CL,0; 0)g. The node attribute for a pair
of internal equivalent nodes is computed similar to
that in Section 3. Each of the subtrees Tv1 and
Tv2 is modeled by an equivalent circuit, constructed
from the parameters provided by the correspond-
ing node attributes of the children nodes. The tu-
ple (nv1 ; nv2; dv1; dv2; Sv1 ; Sv2) is computed using the
formula similar to Equations (2)-(7), on the corre-
sponding equivalent circuits. For tuples with same
nv1; nv2 ,dv1; dv2, we need to keep only the tuple
with minimum clock skew in node attribute. More
speci�cally, for two tuples (nv1 ,nv2,dv1,dv2,Sv1 ,Sv2)
and (nv1 ; nv2 ; dv1; dv2; S

0
v1
; S0

v2
); if maxfSv1 ; Sv2g <
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v1
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v2
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Figure 8: Two isomorphic clock trees.

can be removed from the node attribute.

5 Experimental Results

The min-skew module selection algorithm was imple-
mented in C on a SUN SPARC station 1 and was tested
on comb clock tree architecture and slicing clock tree
architecture. We assume the chips are fabricated in 1.0
�m CMOS technology. The load capacitance is 100 fF.
The on-resistance and capacitance of a programmable
switch are 500 
 and 10fF, respectively. The per-unit
resistance and capacitance of routing metal wire are
assumed as 3 m
 and 0.05 fF, respectively. All logic
modules are assumed identical. An FPGA chip can
be viewed as being constructed by repeating a basic
building block called tile which is composed of a logic
module and the surrounding routing area. A tile is as-
sumed to be a square with 200 �m in each dimension.

The row-based FPGA chip with comb clock tree
contains 10 rows, with 30 logic modules in each row.
The comb clock tree architecture is as that shown in
Figure 2(a). The size of the FPGA chip with slicing
clock tree contains 20�20 logic modules. The slic-
ing clock tree structure is shown Figure 9, where the
dot lines indicate the �rst few levels of cut lines rep-
resented by the clock tree. The sub-clock trees in all
the squares are constructed from the standard H-trees.
The entire clock tree of the chip in Figure 9 is zero-
skew when no clock pin is connected to the leaf nodes
and is constructed by using the algorithm of [11].

The experimental results are shown in Table 1 and
Table 2 for slicing clock tree and comb clock tree, re-
spectively. The second to the fourth columns in Ta-
ble 1 list the number of modules in each experimental
circuit and the corresponding utilization rate of 400
and 300 logic modules. The results are measured in
phase delays, clock skews and wire lengths, and are
shown in the columns \Min-skew". For slicing clock
tree, we also implement a classical min-cut placement
algorithm which chooses cut lines and partition ratios
evenly. The corresponding results are shown in the
columns \Min-cut" in Table 1. As a comparison for
comb clock tree architecture, we place the circuit mod-
ules uniformly for each circuit and the corresponding
results are listed in the columns \Uniform" in Table 2.
The last rows of Table 1 and Table 2 show the com-
parisons on the results of all the circuits. The clock
skew reductions for slicing clock tree and comb clock
tree architectures are on average 14 times and 47%,
respectively, as compared with the algorithms without
clock skew consideration. Meanwhile, the phase delays
are similar. The wire lengths for the chip with slicing



No. of Utilization Utilization Phase Delay (ps) Clock Skew (ps) Wire Length (105�m)

Circuits Modules (out of 400) (out of 300) Min-cut Min-skew Min-cut Min-skew Min-cut Min-skew

BUSC 152 39.0% 50.7% 651.5 640.0 78.7 1.8 3.6 3.1

ALU2 159 39.8% 53.0% 663.0 681.4 75.1 1.7 8.6 8.2

Example2 164 41.0% 54.6% 674.5 655.4 70.0 2.9 15.1 14.8

X1 168 42.0% 56.0% 680.6 681.4 69.0 4.6 11.5 11.6

TooLarge 189 47.3% 63.0% 727.6 698.2 65.8 2.5 7.8 7.6

DMA 261 65.3% 87.0% 886.3 883.2 70.2 6.2 13.1 12.8

VDA 262 65.5% 87.3% 886.3 865.6 70.2 4.3 12.5 12.1

ALU4 264 66.0% 88.0% 888.1 871.8 65.9 5.5 17.8 17.7

Ebnr 390 97.5% | 1133.0 1128.0 21.4 7.7 6.8 6.7

total | | | 7190.9 7105.0 586.3 37.2 96.8 94.6

comparison | | | +1.2% 1 +1476% 1 +2.3% 1

Table 1: Experimental circuits and results for slicing clock tree.

Phase Delay (ps) Clock Skew (ps)

Circuits Uniform Min-skew Uniform Min-skew

BUSC 747.1 809.1 654.3 355.0

ALU2 772.3 859.3 677.7 415.2

Example2 800.5 880.2 705.9 433.7

X1 807.7 905.1 713.1 453.8

TooLarge 889.9 884.5 805.7 444.0

DMA 1040.0 944.7 964.4 754.4

VDA 1042.0 966.5 965.6 750.2

ALU4 1044.0 966.5 968.0 776.2

total 7143.5 7215.9 6454.7 4382.5

comparison -1.0% 1 +47.3% 1

Table 2: Experimental results for comb clock tree.

clock tree are also computed based on the perimeters
of net bounding boxes and the results are comparable.
It is noticed that the clock skew reduction for comb
clock tree is much smaller than that for slicing clock
tree. This might be due to the fact that the slicing
clock tree used in the experiment is zero-skew when
no logic module connected to the clock tree, while the
comb clock tree is not zero-skew and thus leaves much
less room for improvement.

Figure 9 shows the module selection for circuit
ALU4 in the slicing clock tree chip. The shaded logic
modules are selected.
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