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Abstract

The need to reduce the power consumption of the next gener-
ation of digital systemsis clearly recognized. At the system
level, power management is a very powerful technique and
delivers large and unambiguous savings. This paper de-
scribes the development and application of agorithms that
use ideas similar to power management, but that are applice-
ble to logic level synthesis/design. The proposed approach
is termed guarded evaluation. The main idea hereis to de-
termine, on a per clock cycle basis, which parts of acircuit
are computing results that will be used, and which are not.
The sectionsthat are not needed are then “ shut off”, thus sav-
ing the power used in all the useless transitionsin that part
of the circuit. Initial experiments indicate substantial power
savings and the strong potentia of this approach. Whilethis
paper presents the development of these ideas at the logic
level of design—the sameideas have direct application at the
register transfer level of design also.

1 Guarded Evaluation

We believe in the strength of power management and its
unambiguous power savings. We also believe that thisidea
can be pushed to lower levels of the digital system design.
In particular, in this paper, we demonstrate the use of power
management at logiclevel synthesis/designusingatechnique
we call guarded evaluation. The essentia idea here is to
dynamically detect, on a per clock cycle basis, which parts
of alogic circuit are being used and which are not. The ones
that are not, can then be shut off. Thisis done by ensuring
that no logic transitions propagate through thislogic. Gating
the clock inputs of existing latches/flip-flops/registersin a
given RTL descriptionisoneway to dothis. Thisiseffective
when it is known that the logic fed by the latch is not being
utilized during the current clock cycle. Thisidea has been
used in the functional aspects of logic design for along time.
Its utility in terms of power reduction isa so known by now,
but not completely exploited [1, 2].

Thisidea can be pushed further to achieve power savings
that may not be possible through just the gating of existing
latches/registers. As an example, consider a two operation
ALU which is used for either addition or shifting. This
is typicaly implemented using an adder and a shifter, and
then selecting the result of one of them using a multiplexor
as shown in Figure 1. In any clock cycle only one of the
two functions, addition or shifting, needs to be computed.
However, the multiplexor does the selection only after both
unitshave completed their evaluation. Clearly theevaluation
of oneof thetwo unitscould havebeen avoided. Direct gating
of the clock input of the data registers will not work in this
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Figure 1: Example RTL Circuit: Dual Operation ALU

case. Thisis because the same data register feeds both the
adder and the shifter. Duplicating this register is certainly
a possibility, but may not be an acceptable solution if this
register could be one of many possible ones from a register
file. The duplication would involve duplicating the entire
register file — certainly an expensive proposition. Further, if
theinputsto the adder and shifter were from some other logic
or abus, even thiswould not be a possibility.

We propose a technique termed guarded evaluation that
overcomes both of these limitations and accomplishes the
task of preventing logic computation in modules when the
resultswill not be used. Weplaceguardlogic, which consists
of atransparent latch with an enable, at the input to each of
the parts of the circuit that need to be selectively turned off.
If themoduleisto beactiveinaclock cycle, theenablesigna
makes the latch transparent, permitting normal operation. If
not, the latch retains its previous state and no transitions
propagate through the inactive module. Thisisillustratedin
Figure2.

On a more abstract note, consider the operation of an
arbitrary combinational logic circuit in any one clock cy-
cle. Events propagate from the primary inputs through the
circuit, and finaly result in events that possibly cause the
primary outputs to change. While there is switching activ-
ity at a large number of gates in the circuit, not al of this
switching is useful. A large number of eventsin the circuit
will never propagate to the primary outputs, instead being
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gate. For example, consder a 2-input AND gate, with one
input already set to 0. Any switching at the second input is
blocked, since it cannot change the output of the gate from
itsOvalue. Thus, thisswitchingisuseless. Itisprecisdy this
switching that this work attempts to eliminate. The ideais
to determine on a per clock cycle basis, which eventsin the
circuit will be useless and prevent them from occurring.
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Figure 3: Pure Guarded Evaluation

The idea of using a transparent latch as a signal barrier
is not new, it has been used in the past to prevent glitches
from propagating through logic [8, 10] in the design of a
multiplier. However, the enabling condition on the latches
in that case is activated after certain time has elapsed, and
not by a logica condition that is true. Also, in the work
on pre-computation based logic synthesis [1], this use of
latches as barriers has been suggested. We would like to
emphasi ze that the contribution of thispaper is not the use of
transparent latches as barriers, but rather the recognition and
exploitationof thefact that different partsof alogiccircuit are
not performing useful functionsin different clock cycles, and
thus can be effectively “powered down”. The use of latches
asguarding barriersisjust an obviousimplementation of this
idea

2 Formal Overview

Consider an arbitrary combinational logic circuit C'. Let =
be some signa in the circuit. Let /' be the set of gatesin C'
that are being used to compute « and no other signal. Let 1
be the set of inputsto F'. Thisisillustrated in Figure 3(a).
Let ODC,, refer to the set of pri mary input assignmentsto C'

for which the val has no | ce on the value of the
prlrmary outputs [4 [ue at'lzheee aret e 0 servabqlty on't care

primary input assignments for . Thus, for these primary
input assignments the value on « is not required to compute
the primary outputs. Let s beany arbitrary signa in C' which
satisfiestheconditions = ODC,,i.es+0DC, = 1. Thus,
when s = 1, the value on z is not needed to compute the
primary outputs. Let ¢.(7) be the earliest time (with respect
to the clock edge origin) that any signal in I can switch when
s = 1. Let#;(s) bethelatest timethat s stabilizesat value 1.
If t:(s) < t.(I) then s can be used to control the guard logic
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Figure4: Extended Guarded Evaluation

for F' as shown in Flgure 3(b). In thisfigure the latches are

led w and disabled wh — 1. Sin
ﬁrg)?l?leedeo‘1 to compute the pﬁar%ary out%atsswhen s = :ipt ls

logicaly correct to “shut off” #', by disabling the latches at
theinputsof #'. Disablingthe |atches ensures that the nputs
to /' do not switch, and thus none of the gatesin F' switch.
The condition ¢;(s) < t.(I) ensures that this shut off is“in
time’, i.e. thelatchesare disabled beforeany of itsinputscan
make atransition. This ensures that for this primary input
vector, none of the gate outputsin /' make any transitions.
This application of theidea of guarded evaluationisreferred
to as pure guarded evaluation; it directly shutsof parts of the
logic that will not be used in a clock cycle by means of the
guard logic, without modifying the logic in any other way.
Thus, carefully hand-crafted logic by expert designersis|eft
largely untouched.

Theapplicability of thisideacan beextended easily if some
additiona changein thelogic is permitted. Let usrelax the
logical conditiononsignal s. Let usassumethat s satisfiesthe
conditions = (z+0DC,),i.e 5_—|-x—|-ODCx = 1. Clearly
IS 5 Ak UYL R P HERSARS Sandtion
ti(s) < t.(I)still holds. Consdertheuseof s astheenabling
condition on the guard latches in Figure 3(b). Consider the
following possible cases:

o For primary input assignments for which s = 0: Inthis
case there is no problem, since the logicin #' is being
used to compute .

o For primary input assignments which are contained in
0DC, and for which s = 1: Again the circuit in Fig-
ure 3(b) islogically correct, since the value of « is not
needed at the primary outputsfor these assignments.

o For primary input assignments which are not contained
in ODC,, and s = 1. In this case, there is a prob-
lem since F' is being shut off, while the the value at =
is needed to compute the primary outputs. Thus, this
circuit will function incorrectly for these assignments.
Note, however, that in this case + must be 1, since
s = (¢ + ODCy). Thus, if inthis case z could be set
to a 1 while F' was shut down, then correct function-
ality will be restored. Thisis accomplished by using a
simple OR gate as shown in Figure4 and using signa y
wherever » was needed. Inthisfigure, whens = 0, F'is
used to compute z, and y isthesameasz. Whens = 1,
then either the value of = is not needed, or it should be
1. In either case, y isset to 1. Thislogic transforma:
tion is similar to what is done in logic synthesis using
global flow [3, 9]. The motivation there is to use this
additional gate to help simplify other parts of the logic.
Our motivationisto find alarger set of conditionsunder
which we can shut off parts of the logic.
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Figure5: Pre-computation and Guarded Evaluation

Theconditions = (¢4 ODC,) isactualy the contrapos-
itiveof thefollowing condition used in automatic test pattern

generation (ATPG): 72 5 Thisisreadas « = 0 D-implies
s = 0[9]. Inthecontext of test pattern generation for stuck at
faults, thisconditionindicatesthat in order to test the stuck-at
fault, = stuck-at-1, s must be set to 0, i.e. there are no test
vectors for thisfault with s = 1. Thus, existing ATPG tools
can be directly used to determine the pairs (s, ) for which

25 or equivaently, s = (z + ODC,) holds.

The exposition in this section has been in terms of only
one polarity for s and . All possible combinations of their
polarities are actually used.

This application of guarded evauation is referred to as
extended guarded evaluation, sinceit invol vesthe addition of
some additional logic besidestheguardlogic. The advantage
of using extended guarded evaluation over the pure form is
that it permitstheshut off of /' under alarger set of conditions.
However, this comes at a price of adding some additional
logic which contributesto additional delay and area

2.1 Relationship with Pre-computation

Recently a powerful class of techniques collectively called
logic pre-computation has been proposed as away to reduce
thepower consumptionof logiccircuits[1]. Pre-computation
also uses the idea of diminating transitions in logic blocks
by using the enable inputs of storage elements (equivalent
to gating clocks), or using additional transmission gates and
latches. Thus, both pre-computation and guarded eval uation
share the common mechanism of power reduction by means
of transition blocking. While this mechanism is the same,
the two approaches differ in how and where the transitions
are blocked. The goal of pre-computation, as the name sug-
gests, isto derive apre-computation circuit, that, under some
conditions does the computation for al or part of the circuit.
Thus, under these conditions, the corresponding circuit/sub-
circuit does not have to be active. In order to accomplish
this, the original circuit may need to be resynthesized. The
goal of guarded evaluation, again as the name suggests, isto
determine when parts of the original circuit can be shut down
using existing signals from the circuit, i.e., the sub-circuit
evaluation is guarded by these signals. The origina circuit
does not have to be resynthesized to discover these possibil-
ities. It does not need derive any new circuit to dynamically

subsgtitute for the main circuit or some sub-circuit init.
Sincepre-computationisacollection of techniquesand not

asingle agorithm, it ishard to do a more direct comparison
of the two approaches. The pre-computation work presented

in[1] mostly focusses on sequential pre-computation, where
the pre-computation is done one cycle before the computa-
tion results are needed. Combinational pre-computation has
been introduced in that paper but only a brief descriptionis
given there. Figures5 (a) and (b) are taken from that paper
and illustrate the combinational pre-computation described
there. Function f isbeing computed using two sub-functions
A and B as shown in Figure 5(a). Function ¢ is used to
control the transmission gates in the pre-computation based
circuit shown in Figure 5(b). ¢ = Oisthe set of conditions
under which f does not depend on the inputsz1, 2, «3 and
has been derived accordingly. Thus, when g = 0, the trans-
mission gates can be shut off and transitions occurring at
the output of block A will not propagate through block 5.
Figure 5(c) shows what guarded evaluation would do in this
case. It would search for asignal ¢ inthecircuit (as opposed
to synthesizing ¢) such that the output of block A is not be-
ing used when ¢ = 0, and use that to control the guarding
latches at the input of block A, as opposed to the outputs. If
no such ¢ can be found, then the circuit will not be modified
at all. The reason for placing the latches at the inputs (and
not the outputs) of A isthat in this case the transitions that

in block A also b t ed.
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betransitionsin block A, even when ¢ = 0.

3 Implementation

Asdescribed in the previous section, extended guarded eval -
uationinvolvesguard latches (referred to asguardsfrom here
on), logicthat generates the controlling (or guarding) signals
for thelatches (referred to as guarding signal logic from here
on), and some extra gates that are needed to preserve circuit
functiondity (referred to as extension gates from here on).

3.1 Implementation Overview

The most general statement for the problem of guarded eval-
uation is - determine the guarding conditions and the asso-
ciated overhead, such that the resulting circuit has the least
power consumption. As mentioned in Section 2, only exist-
ingsignalsinthecircuit are used for guarding. Greater power
savings may be attained using multiple pre-existing signals
for guarding because (1) A single signal may be effective in
guarding only a particular portion of the entire circuit. Other
signals may be more effective for other parts. Using multi-
ple signals helps guard a greater part of the circuit. (2) The
number of input vectorsfor which aguard is effective can be
increased if a Boolean OR of more than one signal is used
to control the guard. While there is the additional overhead
of the guarding signal logic (an OR gate), the guard itself is

arrﬁg'chomn method works as follows:. In the first phase,
single pre-existing signals are evauated in terms of the po-
tential power savingsthey can achievealone. Next, alimited
number of candidate single signals are selected. Different

R the combmnell o S g attared. The overa fow

of the implementation methodol ogy is shown below.

Step 0: Initia circuit o
Step 1. Evauate single controllingsignals
Step 1.1: Select signalsto evaluate
for each selected signa o .
Step 1.2: Determine gates implied by signal
Step 1.3: Determine guards, extension gates,



and potential benefit
Step 2: Select subset of controllingsignals
Step 3: Evauate combinations of controlling signals
Step 3.1: Generate a combination
Step 3.2: Evaluate combination o
Step 4: Select final combination and generate circuit

3.2 Implementation Details

Step 0: A mapped initid circuit is preferable to ensure “in-
time” guarding.

Step 1: Step 1.1: For guarding to be most effective, the
guarding signal should arrive at the controlling input of a
guard earlier than thetransitionthat travel sthrough the short-
est path from the primary inputsto the guard. Therefore, sig-
nalswhich arrive early can potentially guard more gatesthan
signalsthat arrivelater. Signalsarethusranked inincreasing
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step is not necessary but is simply an efficiency tradeoff, as
thelater arrivingsignalsarelesslikely to be better candidates
than the earlier signals.

Step 1.2: The signals that can be guarded by each signal
chosen in Step 1.1 are determined here. This determination
is done based on the relative arrival times and logical im-
plication (cf Section 2). Implication incorporating ODCsis
not used since obtai ning such implication after each iteration
isvery expensive. Logica implication is determined using
OBDDs [5] in the current implementation. It can also be
determined using ATPG-like search algorithms.

Step 1.3: Given a candidate signal s and a phase a,
a € {0, 1}, this step determines the following for the whole
circuit:

a) The set of gatesthat are guarded by s = a
b) The set of locations where guards are required
C) The set of locations where extension gates are required

This information is obtained by a procedure whose basic
flowisasfollows: Theset of gatesz, suchthat, s = aimplies
z or r arefirst listed in adepth first order, i.e., agate precedes
al gatesthat areinitstrangitive fanin. All gates are initially
unmarked. The top unmarked gate is then considered. An
extension gate is recorded for this gate. The exact extension
gate required depends on the phases of s and ». Starting
from this gate, the gatesin the transitive fanin are visited in
a depth-first recursive fashion. Each gate that is visited is
marked and isrecorded as a gate that is guarded.

The recursion terminates when a gate y for which the
earliest arrival time¢.(y) isless than ;(s) + ¢ is reached.
t1(s) isthe latest arrival time of the guarding signal s, and
t isa user-defined threshold value. Guards are placed at the
outputs of the gates fed by y. The appropriate value of ¢
depends on the circuit parameters of the guard and a positive
value indicates a conservative approach to ensure that no
transitionsleak throughtheguard. ¢.(y) isadjusted to reflect
thefact that theload due to aguard may be different from the
original load seen by y.

Another terminating condition is when a gate y with mul-
tiplefanoutsisreached, and s = a doesnotimply y or y. For
example, in Figure 6(a), if recursion has flowed through the
fanout branch 1, a guard should be placed at the output of y
but only on branch 1. If guards are placed anywhere on the
transitivefanin of y, or if branches 2 or 3 are fed through the
guard output rather than the origina output, thefunctionality
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Figure 6: Handling Multiple-fanout Points

of thelogicfed by branches 2 and 3 will change. The reason
is that the functionality restoring extension gates are only
present on the transitive fanouts of branch 1. Of coursg, if a
guard was aready present at gatey, branch 1 can now be fed
through the guard and no additional guard isneeded. Thisis
illustrated in Figure 6(b), where a guard was already present
on branch 2. Another scenario is when all the fanouts of y
arefed by aguard asshown in Figure 6(c). Inthiscase, when
s = a, y isnot needed by any of its fanouts, and thus, the
transitionsthat occur in the logicthat computesy are useless.
The guard at y isremoved and y is treated as a new starting
point for the recursive procedure. In effect, guards will now
be placed somewhere on the transitive fanins of y.

Thefinal case to consider during recursion iswhen amul-
tiplefanout gate y is reached, where either y or y isimplied
by s = a. Inthiscase recursion can continuebeyondy, i.e. y
and itsfanins can be considered as guarded. What isrequired
isthat the other fanouts of y be fed by an appropriate exten-
siongate. For example, inFigure6(d), if (s = 1) = (y = 1),
and recursion has reached y through fanout branch 1, fanout
2 and 3 should be fed by s OR y. If in subsequent steps,
recursion reaches y through branch 2, it can then be fed di-
rectly by y. Recursion will also stop &t y in thiscase, since
the presence of the extension gate means that y and itsfanins
have already been visited and counted. If al the fanouts of
y ultimately get directly fed by y, the extension gate can be

reiwp]/gg ‘recursion returns back to the initia root gate, the
next unmarked gateis selected from thelist of implied gates,
and the above recursive procedureis repeated. When al the
implied gates have been visited, the procedure finally ends.

The number of gates guarded is a measure of the guarding
effectivenessof s = a. However, the actual impact of guard-
ing by s = a onthe average power consumption of thewhole
circuit also depends on how frequently the condition s = «
is expected to occur over the typical input-space. Therefore,
thefigure of merit used to eval uate the guarding effectiveness
of s=alis

P(s = a) x num_gates_guarded;—,

P(s = a)isequa to P;,ifa =1, and1— P, if a = O,
where P; isthe signal probability of s and has been used by
researchersin the past to estimate power consumption[11, 6].
P; isobtained by atraversal of the OBDD of s.

Notethat the exact positioning of guards has an impact on
thenumber of gates guarded and the power savings obtai ned.
In the above discussion, guards were moved as close to the
inputsasis alowed by the timing constraint imposed by the
arrival time of the guarding signal. This is because more
gates can be guarded if the guards are closer to the inputs.
However, it may sometimes be more beneficial to place a
guard at a gate that isthe sink of a re-convergent section of



the circuit. Pushing the guards beyond this sink, towards
the primary inputs, can lead to guarding of more gates, but
can also require more guards, whose power consumption
can affect the power saving obtained. A related effect can
sometimes occur at the source of a re-convergent fanout.
If the source gate has a large number of fanouts, it-may
be beneficia to push the guards placed on its immediate
transitivefanout, to itsinputs, even if that violatesthe timing
congtraints. Fewer guards are now required, though the data
inputs of the guards may have to be delayed a bit to satisfy
the timing constraints. The issue of theideal positioning of
latches will be explored further as part of future work.

Step 2: In this step, a specified number »n of controlling
signalsare sel ected ascandidatesfor eval uating combinations
of multiplesignals. The signalsarefirst ranked in decreasing
order of their figures of merit, which were determined in the
previousstep. Noteagain, that thetwo phases of acontrolling
signal are considered as separate cases.

Step 3: Different combinations of the n signals, selected
in the previous step, are generated, and the power savings
attained by each combination are evaluated. The following
sub-steps are needed.

Step 3.1: If nissmall, al combinationsof thesel ected signals
can betried out. Currently thisisthemethod used. For larger
n, for the sake of efficiency, it may be be beneficial to adopt
afaster, though possibly less effective, search strategy.

Step 3.2: Thisstep evaluatesthe power saving possiblewhen
a given subset(combination) of selected signds, (s1...5y,),
is used for guarding. Without going into the actual im-
plementation details, the basic idea for the evaluation is as
follows. First, determine the complete set of guards and ex-
tension gates needed. Let these be L and E, respectively.
Also determine the complete set of gates guarded, G. Then
estimate the power savings attained due to guarding of the
gates in . Let thisbe Pg. P¢ is calculated as follows.
Consider agate ¢ € . Without loss of generdlity, let ¢ be
includedinthe set of gatesguarded by (s1...s5), k < n. Let
s = s1+52 ...+ 5, where+ indicates Boolean OR. Now us-
ing the traditional, zero delay, temporal independence model
for power calculation [11, 7], the power consumption of gate
gisP, =(2x P; x (1—-Py) x Cy x A), where P, isthe
signal probability of ¢, and ', isthetotal capacitance at the
output of ¢, and A isaconstant®. Since g is guarded when-
ever s = 1, the power savings may appear to be P, x Py,
where P; isthesigna probability of s, i.e., probability that s
equals 1.

However, thisis not completely accurate, since it is not
necessary that ¢ would have had atransition in the original
circuit, for every input vector for which s = 1. The probabil -
ity of g havingal — Otransitionintheoriginal circuit, for an
input vector forwhich s = lisgivenby P, - Py, where Py,
is the signal probability of ¢ - s and “-" stands for Boolean
AND. Similarly the probability of a0 — 1 transitionin the
original circuit, when s = lisgivenby P; - P,.,. Fromthis
it followsthat thetotal power saving for all the guarded gates
under the given combination of controlling signalsis:

Pa=3 (Py Pro+ Py Pp)xCyx A
geG

where for each ¢, s isthe Boolean O R of the subset of the
controlling signals thet guard g. C, is obtained from the
library parameters of the given gates [12], and the signa
probabilities are obtained from OBDDs.

14 =05x V3, where Vp p isthe supply voltage

The power consumed in the guards, extension gates, and
the guarding signal logic constitutesthe power overhead as-
sociated with guarded evaluation. To estimate the power
consumed in the guards, note that a guard’s output switches
only when the guarding condition is not true, i.e., when the
controlling signal on the guards allows transitions to pass
through. Using the above reasoning, the power consumed in
the guardsis given by:

PL:Z(PI'PI_.S_+PI'PI~5_) x O x A
leL

where P; isthe signa probability of the node at which the
guard is present, and for each guard /, s isthe Boolean OR
of the subset of the controlling signalsthat share /.

The extension gates al so consume power and thispower is
estimated. Let Pg bethesum of the power consumption of al
the extension gates. Various combinations of the controlling
signals may be required to control the different guards and
feed the different extension gates. The logic associated re-
quired to generate these combinations al SO consumes powe.
The power consumed in thislogicisalso estimated. Let this
bePk.

Thus, givenasubset of controllingsignassS = (s1...5,),
the figure of merit for evaluating the combination is the net
power saving achieved, and thisis given by:

Ps =Pa —Pr — Pr — Pk

Step 4: The combination of controlling signals that yields
the maximum power savingsis selected and thefinal circuit,
incorporating theguards, guarding signal | ogic, and extension
gatesis generated.

4 Experimental Results

An implementation of the algorithm has been carried out in
the sis framework. All circuits were mapped using inverters
and 2-input NOR gates fromthe | i b2. genl i b library 2.
Only these basic gates were used because the set of implying
and implied signal pairsthat exist in acircuit depends on the
result of mapping, since implications can be checked only
for signasthat are exposed at the outputs of complex gates.
Different mappings can expose different signas leading to
different guarding opportunities. Using the two basic gates
eliminates this degree of freedom, thus simplifying the pre-
sentation of results, while simultaneously exposing a greater
number of signals, which provides for greater guarding op-
portunities. Our method, however, is completely general,
and works with any library. In practice, a circuit should
first be decomposed into basic gates to determine the guard-
ing opportunities. It can subsegquently be re-mapped using
more complex gates, with the stipul ation that nodes that have
guards or extension gates at their outputs should be retained
as gate outputs.

A large number of circuits from the IWLS 91 benchmark
set were evaluated. Varying amounts of power reduction
were obtained, only a subset of the circuits that yielded at
least 15% power savings are shown here. We fedl that this
isthe minimum amount of power savingsthat will make this
method acceptable for a circuit. Table 1 shows the circuit
statisticsfor the initial mapped circuits.

Table 2 shows the results after the application of guarded
evaluation. The number of controlling signals that were

2Thel i b2. genl i b library is distributed with the SIS package



[ Circuit [ #Gates | #PIs [ #°0s | Delay ||

dalu4 2894 75 16 118.98
dukeZ 1124 22 29 47.63
frg2 2687 143 139 62.62
k2 5297 45 45 92.22
misex3 1524 14 14 54.92
mux 154 21 1 24.33
saoZ-hdl 389 10 4 68.67
terml 783 34 10 32.46
toolarge | 1752 38 3 56.60
X3 1845 135 99 37.62

Table 1: Circuit Statisticsfor the Benchmark Circuits

evaluated in phase 2 of the process described in Section 3is3,
for al circuits. Thisnumber was observed to beagood choice
for amajority of the circuits. Column 2 shows the percent
increase in area and Column 3 shows the percent increase in
delay. The area and delay overhead comes from the guards,
extension gates, and the guarding signa logic. The outputs
of the guarding signal logic may have to feed alarge number
of guards. Thus, fanout buffer optimizationisused to reduce
the delay of these signals. This actually reduces the fina
circuit delay in some cases, as shown in Column 3. Thiscan
happen when the controlling signa from the guard comes
directly from the original circuit, as opposed to the output
of an added guarding signal logic gate. Depending on the
exact arrival times in the fina circuit, the inputs of some
guards may have to be delayed to prevent power loss due
to early glitches, or the guards maybe moved forward in the
circuit. The actual power reduction obtained is shown as a
percentage in Column 6. Power for the origina circuit was
estimated using a zero-delay model, with capacitance values
obtained from library parameters [12, 6]. The capacitance
switching per transition of a guard was considered to be 3
timesthat of aninverter. Power for the final guarded circuit,
incorporating al the guards, extension gates and guarding
signal logic was measured using the method described in
Section 3.2. Large power savings are indicated, with the
maximum being 67.4% for sao2- hdl . The experiments

were execut N. SPARC 2 workstatjons. The CPU
t|mes rangede?rom minutesfor dal u, to 18 g seconds for

We believe that the power savings will be even greater
when these techniques are applied on compl ete logic descrip-
tions, rather than on individual blocks of combinational logic
that are represented in the benchmark suite. In addition, if
dynamiclogicisused, aguard can beimplemented at amuch
lower cogt, through the use of a single transmission gate, re-
sulting in potentially much higher power savings. The use
of extension gates also provides an opportunity to optimize
the logic in the guarded portion of the circuit, through some
traditional logic synthesistechniques[3, 9].
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