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Abstract—In this survey paper, we describe and contrast three replace bulky passive components in communication circuits,
different approach_es for extending circuit simulation to include mi- may usher in wristwatch-sized cell phones (for better or worse)
cromachined devices. The most commonly used method, that of [4]; active research on microfluidic valves, pumps and mixers

using physical insight to develop parameterized macromodels, is lead to sinale-chio chemical VS ¢ hich Id
presented first. The issues associated with fitting the parameters to may iead 1o singie-chip chemical analysiS systems which cou

simulation data while incorporating design attribute dependencies b€ used to makeir vitro” medical diagnostic equipment or

are considered. The numerical model order reduction approach to pocket-sized chemical agent detectors [5]; research on micro-
macromodeling is presented second, and some of the issues assocfabricated turbines and generators [6] may lead to an alternative
ated with fast solvers and model reduction are summarized. Lastly, to batteries for portable energy; and microfabricated parts small

we describe the recently developed circuit-based approach for sim- ht t d hold individual bioloaical cells will
ulating micromachined devices, and describe the design hierarchy ENouUgh 1o capiure and hoidiindiviaual Dioiogical Celis Will ac-

and the use of a catalog of parts. celerate progress in both medical and scientific research [7].
Index Terms—Extraction, macromodeling, MEMS, microma- Over the last decade there has been extensive, and suc-
chining, microsystems, model-order reduction, simulation. cessful, research focussed on developing and exploiting

micromachining, though there are very few high-volume
micromachined products. In addition, almost all the research in
applying micromachining technology has been carried out by
D ECADES of enormous research and capital investmentd@ecialists with many years of focussed training. In contrast,
very large scale intgration (VLSI) technology have madgytegrated circuit designers do not need such a high level of
it possible to put more than a million transistors on a squaéecialization. Instead, they rely on a coordinated suite of
centimeter of silicon, and that investment is now also makingnthesis and verification tools that makes it possible to design
it possible to fabricate devices with micron-scale moving partgn application-specific circuit with high confidence of first-pass
The specific techniques used to fabricate such vanishingly smalkcess, even without becoming an expert in semiconductor
moving parts are often referred to as micromachining, and thghyrication. The current situation for micromachined device
potential impact of micromachining is hard to overstate. Migesigners is very different. These designers must know the
cromachined devices will play a key role in making the nowprication process intimately, and may even have to design
pervasive computer technology interact more directly with thiejr own process. In addition, the design tools available are
physical world. Micromachined devices are already providingften limited and provide only domain-specific simulation or
such physical-computer interfaces: micromachined accelerofigimentary layout editing. The combination of inadequate
eters are used in automobile automatic airbag deployment S¥S8mputer-aided design (CAD) tools and rapidly evolving
tems [1], micromachined million mirror arrays are used in CoOnprocess technology has created an expertise barrier that ex-
puter projection displays [2], and centimeter-sized pressure sgfirdes nonspecialists who would bring important application
sors are used in a range of industrial control applications [3].expertise. Unless this expertise barrier is lowered, primarily
Researchers in almost every engineering and scientific diSEFirough vastly improved CAD tools, it seems unlikely that

pline are examining ways to harness the ability to fabricate, @ potential of micromachining to impact so many different
low cost, centimeter-sized systems with hundreds of thousanfisciplines will be achieved.

of mechanical parts and transistors. Microresonators, which Car}\lthough the need for design tools for micromachining has

been recognized for well over a decade, progress has been
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to describe the device to a simulator, if such a simulatorYin Vout
existed. Simulator extension languages like VHDL-AMS [8] [ | |

can greatly simplify the mechanics of incorporating models for

micromachined devices into circuit simulators, but they do not p—

address a more fundamental problem. In a traditional circui

schematic, elements interact only at nodes, and the physic: # ék

position of elements has limited impact on performance.
Neither of these circuit-oriented concepts translate directly ,g% 1. System-level behavioral model of a multiresonator filter.
micromachined device design.

The problem of how best to extend circuit simulation to
include micromachined devices is fundamental, and as yet,
unsolved. For this reason, in this paper we will focus on the
emerging approaches to simulation. In order to make some
of the issues clearer, we will start in Section Il with a brief
description of a filter example which uses a micromachin . 2. Overhead view of the lateral microresonator. (Figure courtesy of
device. Then in Section 11, we will describe the currently most. Nguyen and R. Howe.)
widely used approach to extending circuit simulation, that
of generating semi-analytical macromodels for each type
micromachined device. Then, in Section IV, we will discus
the desirability and difficulties of replacing the semi-empirica
macromodeling approach with a purely numerical approa
based on computer simulation and model-order reduction.
Section V, we will approach the simulation problem from th
specification side, and discuss a hierarchy of elements an
schematic description for certain classes of micromachin
devices. Finally, in our conclusions, we try to tie together the
separate approaches and loosely conjecture about where - | hbbbhd -L-‘JI-

H||h LL.L|I

field is going. lJ. .llL._u.

Il. EXAMPLE AND BACKGROUND ) )
Fig. 3. SEM of an integrated CMOS resonator. (Photo courtesy of C. Nguyen

In this section, we describe a design example in order 2pd R. Howe.)
help illustrate the difficulties in developing extensions to a cir-
cuit simulator for micromachined devices. The example isaentral shuttle and a fixed conducting plate held at a bias po-
bandpass filter which uses a series of comb-drive microm@ntial V,,. The interdigited combs generate electrostatic forces
chined resonators [9], shown in a high-level form in Fig. which pull the shuttle to the left whesy > vy and to the right
The high-level diagram is best described by tracing from inputhenvy > v;, assuming both; andwv, are larger tharV,.
to output. The inputs, in Fig. 1 is connected to a trianglelf out-of-phase sinusoidally varying voltages are applied;to
which represents a transistor amplifier. The parallel plates adgdvg, along with a dc offset, then the amplitude of the central
centtol, indicates an electrical to mechanical conversion. Ttehuttle’s steady-state oscillation will be strongly frequency de-
force F, accelerates the first mass in a spring-coupled cascazEndent.
of spring-mass-dashpot resonators. Finally, the parallel plate#\s the diagram in Fig. 2 suggests, all that is needed to include
adjacent toC' indicates a mechanical to electrical conversiothe resonator in a circuit simulator is to determine a relationship
which feeds a transistor amplifier which generaigs. between the currents andi, and the voltage¥,, v;, andwy.

In order to better understand the filter example, considerfand at least formally, the needed current-voltage relationship
single comb-drive lateral microresonator, a layout is shown gan be derived by determining the mechanical material proper-
Fig. 2. An SEM of the fabricated device is shown in Fig. 3. Thites and then solving a coupled system of time-dependent partial
polysilicon resonator structure, which appears white in the SEdlifferential equations on a moving boundary. In particular, the
picture and gray in the top view diagram, has been released frelnttle accelerates and the tethers bend elastically in response
the substrate underneath except at certain attachment poitt$orces generated by exterior electric fields and viscous drag.
The thick black lines in Fig. 2 are used to show where thEhe drag will not be exactly zero if the resonator is packaged in
polysilicon structures are attached to the substrate, or anchomegacuum, because there are still mechanical energy loss mech-
As is clear from Fig. 2, the structure has three separately amisms which create an effective drag force.
chored parts: a left comb, a right comb, and a dual-comb cen-Though the statement in the preceding paragraph is true, it is
tral shuttle which is anchored to the substrate only through thiides many of the important difficulties. Determining a device’s
polysilicon beams. The thin beams serve two purposes. Thayee-dimensional (3-D) structure and associated material prop-
act as springs and allow the central shuttle to oscillate froemties requires a detailed understanding of the fabrication pro-
left to right, and they provide a conductive path between tliesses as well as a set of carefully designed experiments [10].
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Solving coupled systems of 3-D time-dependent partial diffehas been discerned, then values for the parameters must be
ential equations with a complicated moving boundary requirédetermined. These parameters can be determined analytically,
sophisticated numerical techniques and a great deal of computeby experiment, or by using numerical simulation. The de-
time [11], [12]. Finally, developing a current-voltage relatiotomposition between macromodel form and parameterization
for a single resonator as in Fig. 2 presumes how the resondtonot a precise one, and is best described by example. Below,
will be used in a system, and the presumption may be incasimple macromodel form for the single resonator example of
rect. As an example, reconsider the original filter with the thrddg. 2 is derived, and then several alternatives for determining
stage resonator shown in Fig. 1. In the multistage resonator, thedel parameters are examined. The merits and deficits of
single-stage resonators are coupled together by springs whselmi-analytic macromodels are then described in general.

are implemented using thin polysilicon tethers. For the mul-

tistage resonator, the most important aspect to model wellAs Example Model Form

, the resonator voltages must

. . the prewouslge related to the resonator currents. Resonators are usually mod-
mentioned single resonator current-voltage models. Instead,e askLC circuits [9] as such models help develop intuition.

entirely new model will be needed for a two-stage resonator, aRyifferential equation model is developed below because the
then another model for a three-stage resonator, and yet anog%q{ing is more generally applicable. To begin, from Fig. 2, the

model for a four stage resonator, etcetera. And if these mod Rrents. andi. can be related to the voltages v, andV,, by
are going to be derived by solving time-dependent partial dif ! . ¢ L

X , X X r(‘i;t noting that

ferential equations for structures as geometrically complicate
as a multistage resonator, the computer time required may cast d ) d
a more positive light on building prototypes. ii(t) = at Qrlvi = Vp,x) io(t) = It Qr(vo = Vp,z) (1)

In order to assess the importance of issues like deriving
structure and material properties from layout and procew&erez is the displacement from center of the dual-comb
information, the computational cost of partial differentiafhuttle, and?r and@,, are the net charges on the left and right
equation solution, or model composibility, it is worth recallinginchored combs, respectively. A simple parallel plate analysis
that for integrated circuit design, simulator use can be dividégggests that the comb capacitance is an affine function of the
into two broad classes. Early in the circuit design procegdisplacement, in which case the comb charges will satisfy an
during asynthesis or optimization phasmany alternatives are equation of the form
being considered, and designs are typically represented only
with a schematic. That is, circuit element interconnection is Qr(vi — Vp,z) = (Co — Cra)(v; — V3)
specified, but no layout information exists. The simplicity of Qr(vi — Vp,x) = (Co + Crx)(vo — Vp) (2)
the schematic representation both builds intuition and acceler-
ates examining alternatives, though layout parasitics are eitidrereCy is the comb-pair capacitanceat= 0 and( is the
ignored or crudely estimated. As the design matures, when théerivative of that capacitance. Note that there is only Gpe
circuit layout has been determinedyexification phasédegins. and oneC; so we have exploited the left-right symmetry in the
Circuit simulators are then combined with layout extractioproblem. Finally, a very simple spring-mass mechanical model
techniques to check that the final layout results in a circuibr the comb suggests that the shuttle displacememsatisfies
with the desired performance. Such a two stage approach asoequation of the form
seems to be a natural fit to designing the microresonator filter. P p
It would be very efficient if most of the layout details could be 2 2
avoided while )éxamining alternatives Sl}lch as: fewer or more a2 © T I qp e T Ksr = Kel(vo =Vp)" = (i = Wp)')
resonator stages; fewer or more comb fingers; heavier or lighter 3)
shuttles; and longer or shorter or more serpentine tethers. Then
only during the verification phase would it be necessary Where

work with the layout and combine extraction techniques with M mass of the shuttle; _
simulation. K, drag force on the comb generated by the surrounding

fluid (typically air at room pressure);

K, spring constant associated with the thin teathers;

K. constantwhich relates the electrostatic force generated
by the comb to the square of the applied voltage.

[ll. SEMI-ANALYTICAL MACROMODELING

By far the most common approach to including a mi-
cromachined device in circuit simulation is to analyze the
device approximately, so as to generate a macromodel in e
form of either a circuit or a low-order system of differential A very simple analysis of the microresonator was used above
equations [13]. Generating the form of these models requires develop a differential equation system macromodel. The
the device designer’s physical insight, and can be as muciodel is given by the combination of (1), (2), and (3). It is
art as science, though issues such as energy conservationvearth noting that the model is nonlinear and has quite a few
provide guidelines [14]. Once the form of the macromodg@arameters. Until the parameters are set, there is only a “form”

Determining Model Parameters
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for the macromodel. In the above example, and for macrsee the difficulty generated by such an approach, consider all the
models in general, specifying the macromodel form usualtgrms of a second-order polynomial in three design attributes
implies: assigning a set of state variables, determining which

time derivatives appear, representing which state variables? (#) = fo + frur + Baus + fauz + faurun + frurue
interact, and specifying where the parameters appear. It is also + Beuruz + Brusus + Bsusuz + Sousus (4)

quite common to include certain expected nonlinearities, a% B T he desi i d
was done with the squared potential in (3). wherew = [uyupus]” are the design attributes and tfigs

The above macromodel has many parametel%lr]e the unknown coefficients of the multivariate polynomial. As
Co.C1, M, K4 K., and K., so it is tempting to suggest_s ould be clear from the above example, the number of terms

that the model could fit anything. Since the macromodel La;a qth orderd-dimensional polynomial is proportional t.

intended only as an example, we will consider the issue of hg is_implies that iF will b_e computationally hopeless to use_mgl-
to determine the parameters rather than focusing on howivariate polynomials directly to represent parameter variation

improve the model. There are two main issues associated wWiRen the number of design attributes exceeds a half dozen. In-
macromodel parameter selection stead, the polynomials will have to be modified by “pruning”

) . . unnecessary terms. Determining which terms can be safely dis-
1) Wil the pargmeters be determme.d by physical analys&sarded requires significant mathematical and physical insight.
or_through fitting to measured or S|mulat.ed data? . There is a second issue associated with fittig:) with a
2) Will a new set Of. paramett_ers be determlned_ every time %Iynomial, and this issue is sometimes referred to as the “de-
change is made in the device geometry, or will the para

ters be ai licit functi f desi tribut ign-of-experiments” problem. Consider again the problem of
clers be given as an explicitiunction ot design atributes; ing P(u) with a second-order polynomial in three design at-

d I:/I?cst': meicrgn:odells ut?\e some ctombllr:1at|on of Tnilﬁ's'shaﬂ utes. In order to compute the ten unknown polynomial co-
atafitting to determin€ the parameters. For example, the shu cientsfo, ..., By, values forP(«) must be computed for at

masi of tze refopaltoM, 'St.eaS'B/ SeterE'EEddf?mlgTe 9 |east ten different values of the three-length veetofhere are
ometry and material properties, but would be Giticutt 10 meéac, o o) approaches to determining the “best” test values for

sluSre I(?re::r;tly. Tr?ere arte tte(cj:_hnlques fotrtre]sttlmatmg_ sr:luttleld_r ] based on statistical arguments, but the key difficulty and its
[15], K4, though recent studies suggest that numerically solvi re can be seen by examining the matrix equation associated

the Stokes equation yields higher accuracy [16]. Finite-elemgmh the fitting. Again for our second-order example, assume

gnalysis or measurements might glso be super_iorto trying to Y§€re arg 1 1 measurementg,> 9. and let the measurements
linear beam theory when attempting to determine the spring c(gither real or from simulation7 be at poinié for i = 0 to L.

efficient K, [10], [17]. In general, as software for solving par-_.l.Ihe matrix equation for thés is then given by

tial differential equations improves, parameter estimation wi

be more heavily based on results from simulation rather than [ P(u) 1w wd o wudud Bo
analytical techniques. P(ul) 1 owd wd o el | | A

There are many aspects of a microresonator that a designer : = : : <ol ()
can alter to try to improve performance including: the number P(ul) 1ol ub e kil Bo.

and length of comb fingers, the tether lengths and widths, and
the shuttle proof mass. One advantage of using physical analys@e that the system will be square when the number of mea-
to determine macromodel parameters is that the analysis usuallyements equals the number coefficients, though typically the
reveals an explicit form for the dependence of the parametétgmber of measurements far exceeds the number of coefficients.
on design attributes. Macromodels whose parameters are giveAs is clear from examining (5), the pointg throughw,
as explicit functions of design attributes are of obvious valughould be chosen to make the rows (or the columns) of the ma-
during the synthesis and optimization phase of design. If thiéx in (5) as close to mutually orthogonal as possible. Finding
electrostatic force constark,, is estimated analytically using values ofu's which generate a nearly orthogonal matrix can be
a parallel-plate formula, then the resulting formula for the paccomplished using a one test point at a time algorithm.
rameterk, will include a term which grows linearly with the ) .
number of comb fingers. C. Merits and Deficits

Deriving macromodel parameters by fitting to measured dataThe semi-analytic approach to macromodeling is in far wider
or simulation results does not preclude generating macromodese than the methods to be described below. And, since this
whose parameters are given as explicit functions of the desigiethod is “free-form”, there are no restrictions as to what kind
attributes. It is possible to use a multivariate polynomial fittingf micromachined devices can be modeled. In addition, if such
procedure to generate these explicit functions, but the proeceacromodels are carefully parameterized, they can be used to
dure is not completely automatic and requires expert input [1 &xcellent effect during the synthesis and optimization phase of
To understand the difficulty, consider a micromachined devidesign.
whose macromodel has a paramdtathat is dependent on the There are two difficulties with the semi-analytic macro-
value ofd design attributes. We will denote the values of the modeling approach. The most obvious problem is that there
design attributes asdlength vectorn:. Then, our problem be- is no standard method for generating these macromodels, and
comes one of determining an explicit representatiof? of). the only way to determine when the models are sufficiently

A seemingly straight-forward approach to finding an explicéiccurate is by comparing the macromodel’s results to those of
representation oP(u) is to use a multivariate polynomial. Toexperiments or very detailed simulation. The second problem
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is simply that the macromodeling approach provides very little More specifically, the electrostatic potential and the fluid ve-
verification. One can not “extract” the macromodel from layoutpcity, assuming Stokes flow, both satisfy an integral equation
or add in parasitics. In addition, since the device designer usiver the device surface given by Green’s theorem
ally generates the macromodel, there is no independent check ) )
on whether an important interaction is being ignored. w(z) = Gz, ) du(x’) + 0G(x,x )u(a:’) da’
surfaces an an
IV. NUMERICAL MACROMODELING (6)

When the first- and second-order behaviors of a micromgnere
chined device are well-understood, the most efficient strategy,,  gither the electrostatic potential or the fluid velocity;
for including the device in a circuit simulator is to develop the . a point on the surface;
kind of semi-analytic macromodel discussed in Section lll. /9, derivative in the direction normal to the polysilicon
Given how rapidly the micromachining technology is changing, surface.
itis rarely possible to wait for such device expertise to develop. piscretization of the above integral equation leads to a dense
And since it is almost impossible to design systems whidystem of equations which becomes prohibitively expensive to
use micromachined devices without access to reliably acggrm and solve for complicated problems. To see this, consider
rate macromodels, slow macromodel development translajgs electrostatics problem of determining the surface charge
into slow technology deployment. For this reason, there hggen the potential on conductors. A simple discretization for
been a steady effort over the last decade to develop neafy electrostatics problem is to divide the polysilicon surfaces
automatic approaches for generating accurate macromodelsef ,, flat panels over which the charge density is assumed
micromachined devices starting from only layout and proceggnstant. A system of equations for the panel charges is then
descriptions. Most efforts is this area are following a three stggived by insisting that the correct potential be generated at a
approach [18], [11], [19]. set ofn test, or collocation, points. The discretized system is
« Use modified extrusion to generate an approximate 34Ben
structure from a layout and process description [10], [20].
 Use fast coupled-domain 3-D simulation techniques to an- Pg=V @)
alyze the entire micromachined device [12], [21].
« Use a projection-based model-order reduction strategywinereg is then-length vector of panel charges s then-length
generate macromodels from 3-D simulation [22]. vector of known centroid potentials. Since the Green'’s function

Below we describe some of the recent developments and pé¥-electrostatics is the reciprocal of the separation distance be-
sistent challenges in fast coupled-domain simulation and modéyeenz andz’

order reduction. 1
Fij= /
P

anel ; 47r6||$i - $/||

da’ (8)
A. Fast Coupled-Domain 3-D Solvers

The above strategy for generating macromodels by pemd, therefore, every entry it is nonzero.
forming projection-based model-order reduction relies on thelf direct factorization is used to solve (7), then the memory
ability to simulate an entire micromachined device in a reasorequired to store the matrix will grow like? and the matrix
able period of time. In order to simulate the microresonator solve time will increase like:3. If instead, a preconditioned
Fig. 2, for example, it is necessary to solve a complicated 3Hylov-subspace method like GMRES [23] is used to solve (7),
moving boundary problem which couples elastic, fluidic anthen it is possible to reduce the solve time to ordétut the
electrostatic forces. Simulating such problems with standamkemory requirement will not decrease.
finite-element methods is nearly intractable, because it is necin order to develop algorithms that use memory and time
essary to discretize the volume in both the interior and exteritbrat grows more slowly with problem size, it is essentiat
of the resonator. In order to simulate entire micromachined form the matrix explicitly. Instead, one can exploit the fact
devices, it was first necessary to develop faster technigubat Krylov-subspace methods for solving systems of equations
for analyzing the exterior field problems. Then, it becamenly require matrix-vector products and not an explicit repre-
necessary to develop robust approaches for coupling those &sitation of the matrix. For example, note that forin (7),
techiques to standard finite-element algorithms for computimpmputingPq is equivalent to computing potentials due ta
elastic deformation. charged panels and this can be accomplished approximately in

1) Fast Field Solvers:For most micromachined devices, thenearly orden operations [24], [25]. To see how to perform such
electrostatic and fluidic forces in the exterior of the device sa-reduction in cost, consider Fig. 4. The short-range interaction
isfy linear partial differential equations. Specifically, the surfacketween close-by panels must be computed directly, but the in-
electrostatic forces can be determined by solving an exterteraction between the cluster of panels and distant panels can be
Laplace’s equation and the fluid drag forces can be determinggproximated. In particular, as Fig. 4 shows, the distant interac-
by solving an exterior Stokes equation. For both equations, ittien can be computed by summing the clustered panel charges
possible to derive integral formulations which avoid the ext@ato a single multipole expansion (denotedMyin Fig. 4), and
rior volume entirely and instead relate potentials to forces in tligen the multipole expansion can be used to evaluate distant po-
electrostatic case, and velocities to forces in the fluid case. tentials.
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fl‘l‘l‘;rr:l‘egagig:ecﬂy / (10) implies solving the nonlinear equation, (9), typically using
B Newton’s method.
A Although the relaxation method is simple it often does not
converge. Instead one can apply Newton’s method to the system
Long-range approximated of equations
A q Hg(u)| _ |0
[U} |:HJ\4((]):| B [0} (12)

Fig. 4. A Cluster of collocation points separated from a cluster of panels. . . .
in which case the updates to charge and displacement are given

Several researchers simultaneously observed the powemﬁlsowmg

combination of integral equation approaches, Krylov-subspace I _% Agq q— Hp
matrix solution algorithms, and fast matrix-vector products [_M I } |:Au:| == [ } : 13)
[26], [32]. Perhaps the first practical use of such methods 04
combined the fast multipole algorithms for charged particlehe above method is referred to as a multilevel Newton method
computations with the above simple discretization scheme igcause forming the right-hand side in (13) involves using
compute 3-D capacitance and electrostatic forces [27]. HigHdgwton’s method to apply ;.
order elements and improved efficiency for higher accuracy!n order to solve (13), one can apply a Krylov-subspace
have been the recent developments [21], [31]. The maitgrative method such as GMRES. The important aspect of
different physical domains involved in micromachined devicésMRES is that an explicit representation of the matrixa
have focussed attention on fast techniques which are Greeigguired, only the ability to perform matrix-vector products. As
function independent, such as the precorrected-fast Fouifeclear from examining (13), to compute these products one
transform (FFT) schemes [25], [29]. need only comput¢dHy,/dq)Aq and (9Hg/du)Au. These

2) Coupled-Domain SimulationSelf-consistent electro- Products can be approximated by finite differences as in
mephanicgl analysis of migromachined .polysillicon devices OH ) Hu(q + airg) — Ha(g)
typically involves determining mechanical displacements 3 Ag =
which balance elastic forces in the polysilicon with electro- 1 @
static pressure forces on the polysilicon surface. The technigukerex is a very small number. Therefore, this matrix-free mul-
of choice for determining elastic forces in the polysilicon itilevel-Newton method [34] can treat the individual solvers as
to use finite-element methods to generate a nonlinear systblack boxes. The black box solvers are called once in the outer

U,—H]w

(14)

equations of the form Newton loop to compute the right hand side in (13) and then
called once per each GMRES iteration. Computfig,(q +
F(u) — P(u,q) =0. (9)  ad;) means using an inner loop Newton method to solve (9),

which is expensive, though improvements can be made [12]. An
where i d f matrix-free multilevel-Newton method
tor of finite-element node displacements; Important advantage of matrix-free multilevel-Newton methods
v vec . k is that it is not necessary to modify either the mechanical or elec-
F relates node displacements to stresses; : -
P force produced by the vector representing the digrOStatIC analysis programs.
cretizer:j surface czar P 9 In order to improve the efficiency of the multilevel-Newton
Note that as the structure def%fms the pressure changes d.me’Ehod, one would like to avoid solving (9) on every GMRES
i Pis al fu ? i O ' P trl:' hg ; I'ft%?ation. Instead, it is possible to modify the finite-element me-
Icr)uni soi IS aft?la ;EC)'(?CV% 'h tmli cannv:cnaw ¢ |§dmercdan|ca chanical solver so that perturbations in displacements due to
:naoﬁ Su?saas inac 0 chlakes an inpyland produces perturbations in charge can be directly computed. To see this,
putu note that by definition

In order to determine the charge density on the polysilicon dq dq du dq
surface due to a set of applied voltages, one can use a fast SOW&fvided(a(F — P)/du)
as described above. One can view the electrostatic analysis is nonsingular. If the charge is perturbed &y, then the
“black box” which takes, as input, geometric displacements, perturbation to the displacemends, is given by solving
and produces, as output, a vector of discretized surface charges,
g, asin a(F — P) apr

W ou = g 0q. (16)

, the pressure modified stiffness ma-

q = Hp(u). (11) _ o
Using (16) to comput€dHy;/dq)d; is quite efficient be-
Self-consistent analysis is then to find.@andg which satis- caused(F — P)/du will have already been constructed and
fies both (10) and (11). factored when using Newton's method to compute the right
A simple relaxation approach to determining a self-consistesitle in (13). This reduces the cost in each GMRES iteration
solution to (10) and (11) is to successively use (10) to upddtem a nonlinear solve to a single backsolve and a multiplica-
displacements and then to use (11) to update charge. Applytian by 8P /3. The multiplication bydP/8q is inexpensive
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Ov
-300F not shown). For this example, the Young's modulus of the
polysilicon was determined to be 150 MPa, and the poisson
ratio was 0.3.
-400 |l . The effect of varying the separation of the suspension beams,
-50 0 50 100 shown asL in Fig. 5, on levitation was investigated using the
_ , coupled-domain solver. The results are plotted in Fig. 6, which
Fig. 5. Comb drive resonator. shows levitation (motion normal to the substrate) as a function

. of applied comb drive voltage. Levitation in resonators is to be
becaus&P/0q is sparse, only local pressures are effected k‘J%(/oided, because raising the central shuttle causes a misalign-
local charges. ) L ment of the interdigitated fingers. This misalignment reduces

The e}bove detailed examination of the CO,UP'ed elec”ﬂie resulting electrostatic forces, and may also allow the central
mechanical problem unearths a general paradigm for solvigg e 6 twist and collide with the side combs. The simulation
coupled domam_ problems .W'th black-box domam'Sp_eC'f'?esults plotted in Fig. 6 show that levitation in the resonator can
solvers. If the 5|_ngle do_m_am solvers are developed W!th e nearly as large as the resonator thickness, and that changing
added funcnonallty of efficiently computing results from iNpuke oo ationy, of the suspension beam inperceptibly effects levi-
perturbations, then such .solvers can easily be gsed to perfq ion. The simulation was run on a Sun Ultra 30, and each load
coupled domgln analysis foIIovylng the muIt|IeveI—N.ewtor§tep required 70 minutes of CPU time.
approach outlined above. In the finite-element mechanics case,
the perturbations were computed using an implicit represen-
tation of the geometric sensitivity to pressure and, therefore,
such methods are given the lengthy titfeatrix-implicit Mul- Many micromachined devices are nonlinear, and extracting
tilevel-Newton Methods dynamically accurate nonlinear macromodels from simulation

3) Analyzing a Micromachined Resonatoin order to is a relatively open problem. For this reason, there has been
demonstrate that the above techniques make it computationatiych current interest in developing nonlinear model-order re-
feasible to simulate an entire resonator, we now present resdligtion strategies [35]-[37]. To better describe the challenges
from a matrix-implicit multilevel-Newton coupled electro-in nonlinear model-reduction, consider simulating the dynamics
mechanical solver [30]. The program uses the precorrected-FéfTa fixed-fixed beam in a fluid (air). Fig. 7 [38] shows the front
accelerated integral equation solver [29] with planar triangulsiew of the structure. When a voltage is applied, the flexible
panels to compute the electrostatic forces. A finite-elememdp plate deforms downward due to the generated electrostatic
mixed rigid/elastic mechanical analysis program using Z0rce, and the squeezed air in the gap damps the plate motion
noded isoparametric brick elements [33] is used to computeough a back pressure force. The exact deformation of the top
displacments. plate due to the applied voltage is sensitive to the ambient pres-

An 18-finger polysilicon resonator is shown in Fig. 5. Irsure of the air, so this structure can be used as a pressure sensor.
this resonator, the central shuttle is suspended by;A488eng This pressure sensor also exhibits a very nonlinear response
folded beams with a uniform thickness of 1.9 and finger characteristic known as “pull-in.” If the top plate deforms down-
dimensions of 13.8x 4.6 um. The central shuttle and anward sufficiently, the electrostatic force will increase rapidly
underside fixed plate (not shown) were set to 0 V, and a driemough with additional downward motion to create a positive-
voltage was applied to the right- and left-hand side combs (afe®dback that forces the plate all the way down to the substrate.

Model-Order Reduction
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el o _ rit) maddle point formation from the original to the reduced coordinate system.
vip ol P i'l:;;' ":':L‘/""T'l"""""" i g Substituting the change of variables in (19) and multiplying the
o . resulting equation by,* yields
1) Lof— | = geq Yy

= e = Vi) V) 9= i @
23 um gap

e fiZkead with s It should be noted that the dynamical system could have been
multiplied by a second transformation matr%,, leading to a
Fig. 7. The fixed-fixed beam structure. Theand = axes are parallel to the \yider range of algorithms.
length and width of the beam, respectively, andgleaxis points into the page. Buried in (21) are the two key model-order reduction issues
. . . . First, one must select a good change of variables so that the
Following Hung et al. [38], the dynamic behavior of this cou g g

pled electro-mechanical-fluid system can be modeled with thnéJUt/OUtDUt behavior is captured by thstates in the reduced

1D Euler beam equation (17) and the two-dimensional (Z-Bi/Stem' .Secong' and perhaps less ob_w_ous, one must have a rep-
, ) g . resentation o¥/* f(V,-) that can be efficiently stored and eval-
Reynold’s squeeze film damping equation (18) a

uated. For example, suppose= 100 000 andq = 10. Then

9ty u w 9 computingV,” f(V,x,) explicitly would require on the order of
EI 9t S 922 Felec + /0 (P —pa)dz—p 92 (A7) 100000 operations, and that hardly satisfies the efficiency goal
s 120 A(pw) of model_—order reductior_l. If were linear, so thaf(a:) = Az
V- (uw’pVp) = 176K ot (18) whereA is ann x n matrix, then the representation problem is
easily solved. To see this, consider that for the linear case
where
z,yandz as shown in Fig. 7; folzg) =V f(Vyzy) = VAV w, = Az, (22)
E Young’'s modulus;
I moment of inertia; where f,(-) is a function which maps a-length vector to a
S stress coefficient: g-length vector and denotes the general nonlinear representation
p density; of the reduced model in the reduced variables. The maiyis a
Pa ambient pressure; representation of the reduced model which can be used when the
L viscosity; problem is linear. As is clear from the equatiods,is an easily
K Knudsen number; computedy x ¢ matrix. For the example numbers above, using
w width of the beam in the direction; the A, matrix representation to compu&ngf(Vq%) costs only
u = u(x, t) height of the beam above the substrate; 100 operations instead of order 100 000.
p(x,y,t)  pressure distribution in the fluid. Returning to the first issue, selecting the change of variables

Finally, the electrostatic force is approximated assuming neafly equivalently chosind’;, there are a number of methods. If
parallel plates and is given §.j.. = —(eowV2/2u?) where the problem is linear, the methods for determininginclude:

V is the applied voltage. examining Krylov-subspaces [39], [22], [40], selecting from
Spatial discretization of (17) and (18) leads to a large nofrthogonalized time-series data [35], or computing singular
linear system of the form vectors of the underlying differential equation Hankel operator
[41]. The approach based on using time-series data extends
x =f(x) +bTu(t) y=c'x (19) directly to the nonlinear cases, and the Krylov-subspace and

. . . Hankel operator approaches can be extended to the nonlinear
wherex is ann-length state vector, in this case the vector oé P PP

displacements and their time derivatives. The funcfiomhich ase by linearizing the system only for the purpose of com-

lenath tor t lenath ¢ ts th puting V,, and then applying the change of variables to the
ma[i_s l?nnd-.eng " VZC or t'o Iazz_]:feng i \llec o, tfepfeTSﬁ” Sb eoriginal nonlinear system. As shown in [37], linearization
spalially discretized partial difierential equation. 1he abov pproaches can be ineffective and better strategies may exist.

system with a nonlinear state equation is referred to as t q?egardless of how the,s are computed, for nonlinear prob-
“original” system which will be reduced to a much smalle[ ’

system. The applied voltage generaid), the input of the ems there is still the difficulty of finding an efficient represen-

" Th tout of th e dis ch b tation for V.I' f(V;-). One approach is to assume the reduced
system. , € output of the Sys emyt), and is chosen to be model is a multidimensional quadratic [43], [42], in which case
the beam’s center point displacement.

1) Numerical Mc_>del. ReductionThe goal of. numerical VI F(Vaay) = folay) ~ Jq(l)xq +quJq(2)xq (23)
model-order reduction is to generate a model with many fewer
than n states which still preserves the input/output behaviwhere,]él) is theg x ¢ Jacobian, or first derivative, of, and
of the _orlglnal sy_stem. Almost all the numerical r_nodel-ordejé?) is ag x ¢ x ¢ second derivative of,. Both J(§1) andJéQ) are
reduction strategies are based on a change of variables easily computed frong by finite-differences, though? func-
Vyr, =2 (20 tion evaluations are needed to evaluai@ [42]. If higher order
nonlinearities are required, such as cubic or quartic terms, the
wherez, is ag-length vector 4 is assumed much much less thambove strategy becomes computationally ineffective. The dif-
n), andV, isn x ¢ orthonormal matrix whose columns repreficulty arises from the fact that there agg*! entries in the
sent important “modes”. Then, the mat#i represents a trans- kth derivative off;, so generating a tenth-order reduced-order
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Fig. 8. A comparison of the time responses of the nonlinear model, linear model and fourth-order reduced model at small volidge yiuv. The center
point displacement is plotted against time.

model and including all the quartic terms requires a representbene representg directly using derivatives, as in the previous
tion with over 100 000 entries. It is possible to use heuristics paragraph, there are ordgft! terms in the reduced model.
prune the higher order nonlinearities, so that only a small fradsing a polynomial to represegtup to orderk requires only
tion of theg*** terms are retained. Equivalently, the problem isrderg* terms, so it would seem that exploitiffg= V¢ results
one of determining a sparse representation]i%?. in a saving of only a factor of. However, one can relatively

An alternative view of the nonlinear model reduction probler@asily fit the scalar functiog with a ratio of polynomials as in
can be developed for the case where the original nonlinear func-

tion, f, can be represented as the gradient of a scalar function B Eﬁ;o . Zfi’;o iy, iy Tl - T -
[45] That is q(.’l’q) ~ ERI ERk b, . .Til .Tik ( )
11=0""" 2 =0 "t1,-- Gl * * - “qq
f(@) = Vad(x) (24) and such rational function representations can be effectively

much higher order thak without the commersurate increase
where¢ maps am-length vector to a scalar. Such representgy cost [45].
tions occur naturally for second-order energy-conserving SYs2) Clamped Beam ExampléiVe now present the results
tems of comparing the reduced-order models generated using the
B - Arnoldi method and a finite difference solution of the original
&= Va(x) + 07 u(t) (25)  nonlinear governing equations which is provided by Hung [38].
. . ) . Hung verified this nonlinear solution with experimental data.
whereg¢(x) is derived by constructing the system’s associated The air-gap in a 2-D representation of the pressure sensor was

Hamiltonian. For such systems, the representation problem cap iy discretized using a 40 20 mesh. Linearization was
be reduced to a single fitting problem by noting that used to generate an eight-hundred-eightieth-order system of or-
dinary time-dependent equations. In the results below, we com-
_ T _yvT _
folzg) = Vi f(Vezy) =V Vap(Vyzy) = Va, () (26) pare the time history of the displacement of the center point of
the beam at different step input voltages: 0.1, 2, and 9 V. Three

where, maps any-length vector to a scalar. Then, the SCalar%odels are compared, namely, the full finite difference solu-

Lus?r?tlon -%Erqrwgﬁgsjt:gz:[ﬁ(ibfdaenr bilar[])grr;)igllmately represente%on of the original nonlinear model of equations, the linearized
9ag oy system of equations, and a fourth-order reduced model gener-
Rs Ry ated using a Krylov-subspace method for seleclifjgFig. 8
bgly) ~ Z Z az‘l,...ikxiﬁ e (27) shows that for a small input voltagé = 0.1 V the three curves

=0 irm0 fa representing solutions of each of the three models overlap with
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Fig. 9. AtV = 2V, the linear model starts to deviate from the nonlinear model. The reduced-order model still follows the linear model.

V=9 volts, non-linear pull-in occurs
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Fig. 10. A comparison of the time responses of the nonlinear model, linear model and fourth-order reduced model at small voltage thput. The center

point deflection is plotted against time.

one another. The Fig. 8 shows that with such a small inputin Fig. 9, we see that the linearized model starts to deviate
voltage the original system behaves almost perfectly linearfypm the nonlinear model, but the fourth-order reduced model
and that the fourth-order reduced model faithfully reproducesill follows the linear model nearly exactly. Fig. 10 demon-

the behavior of the eight-hundred-eightieth-order linear systegtrates that at the pull-in voltage, the time response of the struc-
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Frequency Response Comparison
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Fig. 11. A comparison of the frequency responses of the full linear system, second-order reduced model and tenth-order reduced model.

ture is extremely nonlinear. The linear model and the fourtln this section, we will describe a third alternative to extending
order macro-model are only accurate during the initial part efrcuit simulation to include micromachined devices. An ap-
the transient. proach will be developed which comes much closer to providing
For adiscretization size of 05, whichisin turn a seventieth- a schematic-like description for micromachined devices, but at
order linear system, we compared the frequency responses ofttteecost of narrowing the range of micromachined devices which
linear model and various orders of Arnoldi-based macro-modet¢sin be so treated. So in that sense, this circuit-like description in-
Fig. 11 shows the comparison of the frequency responses of theded to make simulation easier is also a step toward top-down
large linear system and two macro-models that are of the ordgrstructured design methodologies [46]-[54].
of two and ten, respectively. We see from Fig. 11 that the original Developing a circuit representation for micromachined de-
linear systemis awell damped system. The original linear systeines involves determining the list of elements for the circuit
has a bandwidth frequency of 1x810°. representation, the model for each element, and the definition
Fig. 11 also shows that the second-order macro-model pef-the nature or discipline for the terminals of the elements.
fectly matches the linear model in a low frequency range up e goals in selecting the list, model and nature include design
10° Hz. And the tenth-order model is able to follow all the osreuse and simulation accuracy. Element parameterization pro-
cillatory behavior both in the gain plot and the phase plot. Thédes both, while supporting a wide class of micromachined de-
frequency-domain accuracy of the tenth-order model would bige designs. Parameterization with both design attributes and
important if the device where part of a feedback system. process parameters (captured in the model technology file) al-
lows process independent models that can be used to simulate
devices in a variety of fabrication lines. A conservative Kirch-
V. A CIRCUIT REPRESENTATION EORMICROMACHINED hoffian network representation is used both for simulation accu-
DEVICES racy, and for compatibility with electronics design. Signal-flow
representations, commonly used for behavioral or system-level
The semi-analytical macromodeling approach can be quitdeling, are more cumbersome to use for this application be-
effective for design synthesis and optimization, but given tre@use they are based on unidirectional elements while mechan-
macromodel has built-in assumptions about device behavior, ib@l and electrical components interact bidirectionally.
approach is not a very effective verification strategy. The nu- _
merical model-order reduction approach, even if the difficultidd: Element Hierarchy
with nonlinearities were overcome, seems poorly suited to theMicromachining technology combines sacrificial etching
synthesis and optimization phase of a design because the wjth VLSI-style deposit, pattern and etch sequences to produce
proach requires a complete layout of the device, and it yields moniaturized mechanical components that are suspended,
information about sensitivities to changes in design attributesavitied, hinged, or otherwise mounted. The circuit approach
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b L + number of design variables in such abstractions significantly in-
Lt @ = w creases the complexity of generating a parametrized lumped-pa-
anchor beam ? rameter model as detailed in Section III-B.

@ (b) In addition to carefully choosing the elements in the design
g library to ensure richness of coverage of the design space, the
terminals of each element needs to be carefully chosen to bal-
i E E i immg E E ance the need for interoperability between the elements and the
accuracy and speed of design simulation. By using the same

gap plate terminal natures at all levels of the design hierarchy, a com-

©) (d) posable design representation for mixed-level simulation is pos-

Fig. 12. Atomic elements for design of suspended micromachined syste%wlgle' Thisis partl_CUIarly Important as slmUIatlon of er_1t|re SYs-
include: (a) anchor, (b) beam, (c) gap, and (d) plate. tems at the atomic level, though possible, may require unnec-

essary long simulation times. A library consisting of the most

. L _ common atomic and functional elements, therefore, supports
described below focuses primarily on suspended miCrostrygsy, raniq simulation as well as the capability to represent a

tural devices as that is the most mature micromachining des'wme class of designs.

Space. In. principle, the circuit aPproaCh can be extendgq Oas the underlying simulation representation is a Kirchhoffian
include hinged structures for optical applications or cavitiegyyork, the nature of the quantity definadrossandthrough
structures for fluidic applications. each branch in the network is very important. In the electrical

Suspended micromachined devices involve plates tetheredgynain, voltage across and current through a branch is the
beams to anchors. Air gaps between conductive micromachingepted standard. For mechanical domains, no standard nature
elements act as a variable sensing capacitance and a sourcgyits. Two possible translational mechanical across-through
electrostatic actuation force. For example, plates can be actugi§dtions are velocity-force and displacement-force. The
electrostatically to tilt micromirrors in digital computer projeciatter representation is preferred in micromechanical design,
tion displays [2] or in optical switches. Micromachined ineryq displacement is generally the most common observable
tial sensors employ one or more plates as proof masses, whighte. Similarly, the rotational mechanical nature is angular
move when accelerated and whose motion is sensed Capa@placement across and torque through a branch.
tively [55]. Such suspended micromachined structures decom-The associated reference directions of the mechanical
pose into anchors, beams, plates and gaps, as shown paragiinals correspond directly to the physical directions of
trized in Fig. 12. This set of elements is chosen for three reasoggplacement and force. As with electrical circuit simulation, a
they all occur commonly (albeit sized by appropriate geometrignsistent and systematic set of associated reference directions
parameters); they are modular (in the sense that they are deqgp-mechanical terminals is essential. A simple convention
pled from neighboring elements); and their behavior can be agsecifies translational displacement across variables as positive
curately approximated with a simple lumped parameter modg|.the positive-axis directions and the rotational displacement
For the class of Manhattan-geometry suspended polysilicon dgriables as positive in a counterclockwise rotation (right-hand
vices, this set of four elements completely covers the possib@e) around the positive-axis directions. Through variables
design space, and forms a set of atomic basis elements in §a¢q into a branch are interpreted as positive-valued force or
circuit representation. torque in the positive direction [60].

A circuit simulation environment for micromachined devices Once the terminal natures are defined, the element can be
based on this element library with parametrized behavioiigodeled by relating the flow through the terminals to the po-
models, called NODAS (Nodal Design of Actuators angential across the terminals. This model is often called a consti-
Sensors), has been developed [56], [57], [60]. Schematigive relationship in network theory. The models need to cap-
examples of a crab-leg resonator and an O-shaped spring usiig all the physics of the given element, hence a beam element
the basis elements are shown in Fig. 13. The use of circhiéeds to include mass, spring and damping physics, all param-
element libraries for nodal analysis of micromachined systersgized by the beam design geometry and the process model pa-
[64]-{66] and for microgyroscope simulation [58], [67] argameters. Parametrized models that are within a few percent of
also being simultaneously pursued. continuum simulations have been derived using techniques de-

Circuit representation of additional elements at higher levedsribed in Section lI.
of the hierarchy may also be desirable, primarily because suchMechanical parasitics need to be considered for accurate cir-
elements aid in the capture of complex designs. In particulayit simulation. For example, due to the lumped parameter mod-
the parameterized functional elements such as the linear coraling of the atomic elements, the joint between two beams in a
drive sensor or actuator, or the crab-leg spring, O-spring, fbexure becomes a parasitic. The compliance of the joint is a
folded-flexure spring are easily re-used because they captuifeimging effect that can be modeled by extending the length of
single function (generate electrostatic force, provide mechahe beamsincident atthe joint. If one of the beams incident at the
ical stiffness, etc.) and hence can be accurately representeddit is significantly wider than the other beam, then the moment
behavioral models. While parametrized models at high levelsreflations at the joint need to be considered. Extension factors
component abstraction are still possible, the fixed topology ahd the use of plate joints have been verified by comparing the
these components limits their re-usability. Moreover, the largércuit simulation with continuum finite element simulation for
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crab-leg spring

ANCHOR

Fig. 13. (a)Layoutand (b) schematic representation of an individual crab-leg microresonator. (c) Layout and (d) schematic representatiopladig@pdog.
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Fig. 14. Circuit Schematic of three resonator filter.

all the common flexure topologies and a range of beam sizéso resonators via the coupling beams, resulting in three reso-
In all cases, the error in flexure compliance and resonant freant peaks, thus forming a passband. The location and spacing
guency was less than 2%. Additional sources of parasitics i-the three peaks are determined by the stiffness of coupling
clude the capacitance and resistances in the interface betwieeams, leading to different center frequency and bandwidth.

the microstructures and electronics. An equivalent SPICE representation is derived in [9] and [68]
) . ] o using the methods described in Section 11I-B. The equivalent
B. Micromechanical Bandpass Filter Circuit SPICE models represent the mechanical resonators as second-

The flexibility of the microelelectromechanical circuit rep-order systems of lumped parameters for mass, spring constant
resentation is best demonstrated by returning to the bandpagg damping, and represent the coupling beams as massless
filter example. The filter is composed of three identical resdeal springs with a coupling spring constant. Fig. 15 shows the
onators, each with a center frequency of 300 kHz, coupled tgsult of simulating the filter in NODAS with massless beam
beam springs [9]. The topology of the filter (Fig. 14) with bothnodels compared to the equivalent SPICE model in vacuum.
mechanical structures and interface circuitry is captured in thée natural frequency of the resonators is 299.43 kHz, and the
schematic using the symbols from the NODAS element libraguality factor is 495 000. The coupling beams are §8r2long
[68], [61]. The interface circuitry include®-adjustment, fre- and 1.12um wide. There are three peaks around the natural fre-
guency tuning, and a trans-resistance sense amplifier. guency, ranging from 299.43 kHz to 299.95 kHz. NODAS and

When an ac input voltagé/.,, is applied across the elec-SPICE results match to within 4%.
trostatic comb drive, the suspended shuttle masses and flexurdlhe peaks can be flattened to form a flat passband by applying
beams will be driven by the electrostatic force and move in tlig-adjustment series resistors, shown by the simulated filter fre-
z direction. This mechanical vibration is coupled to the othe@uency response in Fig. 16. The three sharp peaks of the initial



MUKHERJEEet al. EMERGING SIMULATION APPROACHES FOR MICROMACHINED DEVICES 1585

o: vout(SPICE) =: massless beams
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Fig. 15. Comparison of NODAS and equivalent SPICE frequency response. . L. . .
tinued research is needed in identifying the basis elements for

enlarged design spaces that include cavitied and hinged struc-
0 voutéSPlCE) tures. Terminal natures for additional physics such as fluidic

199 v: vout(NODAS) pressure and flow rate or optical beam intensity are also needed
b to model new classes of devices. Additionally, methodologies
and tools for automated extraction of geometric and material
11 parameters for accurate simulation are crucial for the wide ap-

S plicability of this simulation-based design approach.

0]

§ 15=2 C. Extraction from Layout

S The circuit-like representation for micromachined devices

é fits perfectly with the synthesize and optimize phase of device
g 153 design, as device performance can be simulated but layout

details can be avoided. For this representation to be useful
during the verification phase, it must be possible to extract
the circuit from the layout. Just like for mainstream integrated
(/g BT I ' circuits, layout extraction involves recognizing patterns in the
layout and then inferring a one-to-one correspondence between
the layout patterns and the circuit elements.
Fig. 16. Filter frequency response aftgradjustment. Layout extraction involves recognition of the layout patterns
that correspond to the circuit schematic elements based on their
_ _ features (shape, size, location). Once the schematic elements
high-@ filter are now compressed down to a nearly flat pasgye recognized, the extraction creates a connected schematic
band with a ripple of-21 dB (@ of 587). NODAS and SPICE 4 capture the shape and location, and annotates the element
simulation results match to within 4%. o sizes, thus creating a complete schematic representation of the
The actual flexure and coupling beams have finite mass, agfkrostructure layout. The elements can be extracted as fixed
can not be treated as ideal springs, a simplification needed {gf,es (e.g., plate has;ig mass), or as geometrical parameters
the analytical derivation of the equivalent SPICE model. F|8XU(§_g.’ square plate has length of 4@®). The abstractions used
beam mass shifts the center frequency of the filter, while cofgy mixed-domain circuit simulation are based on geometrically
pling beam mass contributes to the lumped parameter equivalgatametrized models of the atomic elements, requiring extrac-
masses of adjacent resonators also shifts resonant frequenciggasf geometrical parameters from the layout. This approach
well as causes passbhand distortion. This combined effect candimilar to device extraction in VLSI, where geometrical pa-
quantified by comparing the frequency response using the dameters for the MOS model are extracted from the layout. Un-
fault NODAS beam model (with finite mass) with the responsike VLSI layout extraction, however, the features (shape, size
using a massless beam model, as shown in Fig. 17. and position) of each layout rectangle are of utmost importance
The combination of ease of schematic entry, simulation arrecognizing the constitutive micromachined atomic elements
curacy, applicability in iterative design of the wide class of sugvLSI extractors would consider a sequence of beams forming
pended microsystems, compatibility with existing VLSI desiga suspention to be a single wire).
flows, and support for co-simulation of electronic and micro- Once the constitutive atomic elements are recognized, ele-
machined devices make this micromecahnical circuit simulatioment-specific extraction can be used as necessary. This proce-
approach very attractive. To expand this circuit approach, cature involves purely geometrical reasoning to identify the con-
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1K be beams. The partitioning due to the canonical representation
\ algorithm results in multiple adjacent cells performing the same
function. These multiple cells have to be combined to minimize
the number of unnecessary nodesin the netlist. Cell merging, first
in the horizontal direction, and then in the vertical direction ac-
T complishes this for the mass and_ anchor cells. This mt_arging re-
llimhwmmﬂmw I % duce_s the total number of ports in the_gener_ated_ netlist, hence
e contributes to the management of the simulation time for the ex-
tracted netlist. The resulting netlist directly corresponds to the

[~ single )|
penetrating through
the mass

atomic elements (beams, plates, gaps and anchors) as shown in
LT LT L I e ﬁ’]ﬁ']']ﬂ'}'ﬂ]'ﬂﬂ;‘ium Fig. 18(e) in the circuit representation of Section V-A. Thus the
' 2 1 s IR \ma  Primary objective of having a check on the designed layout can
== 1= wing o D€ achieved. Device function can also be confirmed via the “cir-
s A b cuit” simulation in Section V-B on this netlist.
m L = Higher level functional element models can be detected
lIH T lIH T HI’ I%!'Hlﬁl'mll"im by processing the extracted netlist. A functional element

library containing rules for detecting commonly used spring
suspensions and comb-drive topologies is external to the
extraction tool, and can be customized to alternate processes
and design styles. Finger orientation, region of occurrence,
and geometrical parameters (length, width, and interfinger
gap) are used to partition the set of recognized fingers, which
are then analyzed for connectivity resulting in the extracted
comb-drives. Spring detection is accomplished via a finite state
machine (FSM)-based algorithm. Starting from a start state
(always an anchor atomic element), the type of beam and joint
determines transitions into the intermediate states, and onto
the final state, which indicates the type of spring detected.
Fig. 18. Folded flexure resonator (a) layout, (b) canonical representatiohhie joint transitions are classified according to the number of
(c) canonical representation after separating the fingers, (d) intermediate Stﬁ@rts and the direction of rotation, and provide the fundamental
(e) detected state, and (f) functional elements detected. abstraction on which this FSM-based detection works. The
FSM for each of the springs is described in the component
stitutive schematic elements, followed by determining the afibrary. The connected sets of beams and springs obtained after
propriate parameters for each instance of an atomic or furibe atomic recognition is passed through each of these FSMs
tional element [63] found in the layout. In addition to extractingp recognize their type, as shown by the example in Fig. 18(f).
a schematic representation from the layout, parasitics can aoulation-based verification using this level of extraction is
be identified and extracted [53], [54]. an order of magnitude faster than at the atomic element level,
Rectangles that comprise the layout are generated by algod is seen to be crucial for an iterative design methodology.
rithms specific to the layout editing tools. The first step in fea- The challenge for the extraction methodology is to pro-
ture recognition for Manhattan-geometry structures, thereforéde a rich set of basic recognition functions and a language
involves creating a unique representation of the layout. Startifgj combining these functions in both process-independent
from an input layout in CIF [Caltech Interchange Form, show@lement recognition, and process-dependent use of layer
in Fig. 18(a)], the rectangles in the layout are partitioned intolaformation to support recognition and extraction of all layouts
canonical representation, such that each rectangle (or cell) Hzf can be mapped to the circuit element library. This has yet
only one neighbor on each side [shown in Fig. 18(b)]g. The ut® be demonstrated for non-Manhattan geometry structures
of the canonical representation allows the development of algd- single-structural layer polysilicon micromachining pro-
rithms that are independent of the CAD software used to ge¢esses. However, for the commonly used Manhattan-geometry
erate the input layout. The disadvantage of the canonical répispended microstructure design style and polysilicon micro-
resentation is a significant increase in the number of rectangf@gchining process, extraction has been extremely effective in
to be processed. Most of this increase comes from the preseferostructure layout verification.
of fingers in the design, hence they are removed, and the layout
re-canonized, as shownin Fig. 18(c). The functionality of each of
the cells is then determined by its shape, size and connectivity.
Nonstructural mask layers (such as those that define anchorgn this survey paper, we presented and contrasted three
are used to obtain hints for possible functional uses for eachdifferent approaches for extending circuit simulation to include
the cells, using rules from a process description file. Also comicromachined devices. The most commonly used method,
tained in this file are rules for atomic element recognition, for exhat of using physical insight to develop parameterized macro-
ample, cells with one connected side are cantilever beam fingargdels, is presented first. The issues associated with fitting
and cells with connections on opposing sides are consideredhe parameters to simulation data while incorporating design

VI. CONCLUSION
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attribute dependencies were shown to require sophisticatgdr]
intervention. In addition, the semi-analytic approach did not
seem to provide a very effective verification path. Then, the
numerical model order reduction approach to macromodelingig)
was presented, and it was shown that the key difficulty remains
finding automatic methods for performing nonlinear model
reduction. In addition, model-order reduction seemed to beg g
ineffective during the synthesis and optimization phase of de-

sign,

because no attribute sensitivities were computed. Finally,

we described the recently developed circuit-based approach for
simulating micromachined devices, and described the designo;
hierarchy and the use of a catalog of parts. We also showed that
the circuit-based approach can be combined with extractio&ll
from layout, providing an effective approach to verification.
The only short-coming of this circuit-based approach is that

only some design styles and technology can be supported.
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