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Multiresolution Broadcast for Digital
HDTV Using Joint Source/Channel Coding
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Abstract—The use of multiresolution (MR) joint source-channel
coding in the context of digital terrestrial broadcasting of high
definition television (HDTV) is shown to be an efficient al-
ternative to traditional single-resolution techniques. While the
single-resolution schemes suffer from a sharp threshold effect
in the fringes of the broadcast area, we show how a matched
multiresolution approach to both source and channel coding
can provide a stepwise graceful degradation. Furthermore, this
multiresolution approach improves the behavior, in terms of
coverage and robustness of the transmission scheme, over systems
that are not specifically designed for broadcast situations. This
paper examines the alternatives available for multiresolution
transmission through embedded modulation and error correction
codes. We also show how multiresolution trellis-coded modulation
(TCM) can be used to increase coverage range. We present
coding results and simulations of noisy transmission. From a
systems point of view, we also discuss the tradeoffs involved
in the choice of the low- and high-resolution coverage areas as
well as the comparative costs and complexities of the different
multiresolution transmission alternatives.

I. INTRODUCTION

A. General Discussion of the Problem

ECENT advances in video compression techniques have

spurred interest in the idea of digital HDTV. Even
the most demanding delivery mechanism, namely terrestrial
broadcast, might turn digital. Digital broadcast differs from
digital point-to-point transmission in that different receivers
have channel capacities which decrease with distance from the
emitter. Furthermore, in a digital environment the transition
from reliable to unreliable reception is very abrupt, creating
the so-called threshold effect. Hence, if digital broadcast is
tackled as a single-resolution (SR) problem, one would in
effect be designing for the fringes of the coverage area, thus
reducing the spectral efficiency in areas close to the emitter,
as pointed out in [1]. In light of the current interest in digital
terrestrial broadcast of HDTV in the U.S., the concern for
spectral efficiency becomes even more pressing, especially
given the conditions set by the FCC in terms of bandwidth
allocation.
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The approach of designing for the fringes is known from
information theory to be suboptimal. When dealing with
different channels, one can do better than to transmit only
for the worst one or to perform “naive” time or frequency
multiplexing between the different channels! Cover [2] showed
that one could trade off channel capacity from the poor
channels to the better ones, and that this tradeoff can in theory
be worthwhile. These ideas point out the efficiency of using a
multiresolution approach to digital broadcast. However, to the
best of the authors’ knowledge, no real end-to-end system has
been designed using these results.

We approach this problem as one of joint source and channel
coding in a multiresolution (MR) framework, extending our
work of [3]. In the two-resolution case (see Fig. 1), the
source is split into “base” information, the coarse channel,
and “refinement” information, the fine channel.! As in Fig. 1,
the idea is to match the different resolution levels to different
channel capacities, creating an MR channel coding scheme in
which the receiver closer to the emitter can decode the full
quality signal while the distant receiver has access to the
lower-resolution quality, thus providing a stepwise graceful
degradation. Furthermore, we show that the use of error
concealment in the source decoder of an MR system (see Fig.
1) improves the robustness of the full-resolution signal, thus
increasing the coverage of “indistinguishable quality” delivery
over SR schemes.

We explore the available alternatives to an embedded trans-
mission design and show how MR modulation schemes,
combined with trellis coded modulation (TCM) techniques,
can be used for this purpose while pointing out the relative
difficulty of designing efficient error correction codes (ECC’s)
to solve the same problem. We consider, in our experiments,
a specific high-quality MR HDTV coder [4] whose coarse-
to-refinement channel bit rates are in the ratio of 1 : 2.
We assume a spectral efficiency of 6 bits/symbol for our
specific example; though, depending on the available broadcast
bandwidth, other scenarios may use 3-4 bits/symbol. We
evaluate the performance of the system in terms of both
coverage area and subjective quality.

B. Past and Current Work

Most proposals to the FCC for digital terrestrial broad-
cast in the U.S. initially approached the problem as one of
point-to-point transmission. The idea of graceful degradation,

'Note that, throughout this paper, we use “coarse” synonymously with

the lower-resolution channel and “detail” or “fine” with the refinement or
augmentation channel of the two-resolution hierarchy.
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Fig. 1. Block diagram of a multiresolution digital broadcasting scheme shown for two receivers with channel capacities C'y and
C 2 with 02 S C].

previously proposed as a natural advantage of multiresolution
systems [5], has been recently included in the AT&T/Zenith
proposal [6], a change from their single-resolution scheme
advocated earlier [7]). The Samoff/NBC/Philips/Thomson [38]
proposal includes prioritization in its coding scheme, but does

" not possess the “embedded” MR transmission to be described

in this paper. The idea of efficient multiplexing of the different
resolutions of a MR transmission scheme has been studied,
using multidimensional constellations, in [9] although a joint
source and channel coding design is not addressed. Schreiber
has pointed out [1], [10] the problem of spectral efficiency
for broadcast, and has proposed a hybrid analog-over-digital
scheme which, though multiresolution in nature, does not fully
exploit recent advances in digital compression technology.
Note that though several works [11]-[13] have considered,
in different contexts, the problem of joint source channel
coding of images, none has tackled the problem in a broadcast
scenario.

C. Outline of Paper

The outline of the paper is as follows. Section II presents
the digital broadcast problem and proposes a multiresolution
formulation. Section III reviews MR video coding [14] and
summarizes the specific scheme [4] used in this paper for
HDTV source coding. Section IV discusses the idea of MR
transmission for broadcast channels. It reviews the classic
idea of embedding [2] and shows how it can be applied

to digital broadcast. We introduce the concept of embedded
constellations and show, through a series of examples, how
these, possibly combined with TCM and ECC’s, can provide
an efficient solution. Section V discusses the alternatives and
proposes a recipe for the broadcast problem as posed in
Section IL. Finally, Section VI verifies the benefits of using an
embedded multiresolution design and illustrates the robustness
achievable by using efficient error concealment techniques in
an MR coding environment.

II. THE DIGITAL BROADCAST PROBLEM:
A MULTIRESOLUTION FORMULATION

While Shannon [15] established the theoretical optimality
of the separation of source coding or removal of redundancy
from a source, from channel coding, or insertion of redundancy
to combat a noisy channel, his results hold only in the limit
of infinitely complex and long codes and, more important,
for a single-channel or point-to-point communication sys-
tem. For the broadcast or multichannel environment where
a source communicates with a multitude of receivers of
varying strengths, as will be explained in detail in Section
IV, Cover [2] established that optimal broadcast scenarios are
multiresolution or embedded in character. This justifies the
choice of a multiresolution (MR) source coding scheme to
represent a source compactly in a hierarchy of resolutions, to
which a “matched” MR transmission can be designed in order
to produce an efficient end-to-end design.
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Fig. 2. Matching of MR source and channel coders for desired broadcast
characteristics. (a) MR channel coder characteristics (rate versus CNR).
(b) Matching of threshold rates of channel and source coders to achieve
desired broadcast characteristics. (c) Achieved broadcast characteristics. (d)
MR source coder characteristics (SNR versus rate).

A. Matched MR Source Channel Coding

While the problem of joint source and channel coding has
been addressed previously in various coding contexts, as stated
in Section I, in this paper we propose the idea of designing an
end-to-end joint MR system, i.e., one which includes an MR
channel coding scheme (an analog MR constellation, possibly
using an MR TCM, and/or a digital MR ECC) that is matched
to the MR source coding scheme outlined in Section III).

Fig. 2 outlines the importance of employing a joint de-
sign. For the different receiver carrier-to-noise ratios (CNR’s)
throughout the broadcast area, the MR digital transmission
system [see Fig. 2(a)] can reliably deliver different user bit
rates.

The idea is to design the MR source and channel coders so
that their delivered rates are efficiently matched. The channel
rates correspond to the MR modulation scheme while the
source rates refer to the different resolutions of the source
coder, whose characteristics are shown in Fig. 2(d),? resulting
in the broadcast characteristics of Fig. 2(c).

This paper suggests an efficient way to do this matching.
We explain how the MR channel coder curve, which we
attempt to match to the MR source coder, can be designed
using the concept of embedded transmission. Note that while
embedded transmission for broadcast is efficient even for a

2Note that, while we use SNR as a source quality measure in this discussion,
we do so with the usual disclaimer that while perceptual measures are more
meaningful, they are difficult to quantify. Besides, any meaningful measure
can be used in place of SNR without changing the nature of the joint source
channel coding philosophy we outline here. Also, note that SNR is a source
quality measure while CNR is a channel quality measure. .

SNR

df dc d
(b)

Fig. 3. (a) Definition of the full- and low-resolution coverage areas.
(b) Delivered quality as a function of distance from transmitter.

single-resolution source, it is even more natural to invoke when
the source coder is hierarchical in nature (as is our case, to be
described in Section III).

To solve the matching problem of Fig. 2(b), i.e., design
the source and channel coders with matched rates, one needs
a broadcast performance criterion over which to optimize
the parameters. We now address this problem and suggest a
tractable formulation.

B. The Problem of Choosing a Cost Function

The main difficulty in assessing the performance of a digital
broadcast system is that of defining a cost function. In other
words, one would like to have some way of measuring the
performance of a system in terms of, say, the coverage area
and the delivered quality for a given set of resources to be
used, such as bandwidth and power. When studying a digital
broadcast problem, this measure is not simple: the threshold
effect mentioned earlier, simplistically stated, boils down to
a tradeoff between coverage area and quality of reception
in the case of a single-resolution scheme. A multiresolution
scheme will face the same tradeoff but in a more complex
way. For example, in the two-resolution case, one can trade off
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high-quality (full-resolution) coverage area for a lower quality
(lower resolution) coverage area as well as the quality of each
resolution for a larger coverage area without affecting the area
of the other resolution. Would it be better to cover a wide area
with relatively low quality or a small area with high quality?
The answer is not obvious and points to the lack of a clear cost
function for this problem. However, making some assumptions
about both the system and the requirements helps us set the
system parameters without resorting to a cost analysis.

C. Setting the Objectives for the System

Assume a two-resolution system. It is reasonable to expect
the system to provide the two possible grades of service (full
resolution closer to the emitter and a reduced but still accept-
able quality further away) for the respective areas defined by
distances of d. and dy from the emitter (dc > dy). The crucial
point is to define what those distances represent in terms of
quality. Since different systems will deliver different qualities,
it is convenient to define those distances as the maximum
distances at which each channel is received reliably (see Fig.
3). We can, for instance, equate reliability with the delivered
error rate being below a desired threshold. In summary, the
system requirements can be set up in terms of providing
full-resolution and lower-resolution quality at certain specified
distances from the emitter. Now, source and channel coding
have to be chosen so as to guarantee that the required areas
are covered while maximizing the received quality.

In order to address the stated problem (see Section V), we
first analyze the system components, namely the source and
channel coders.

III. MULTIRESOLUTION SOURCE CODING

Many popular and efficient source coding schemes are either
directly or indirectly MR in nature. Methods like subband
and wavelet coding have a natural multiresolution interpre-
tation while others, like discrete cosine transform (DCT)-
based techniques which represent a common theme in all the
digital HDTV proposals to the FCC, have an “acquired” MR
interpretation. For a comprehensive review of multiresolution
digital coding techniques, the reader is referred to [14].

Multiresolution source coding schemes can be seen as
successive approximation methods. While they can be slightly
suboptimal in terms of compression over a single-resolution
(SR) scheme that achieves the same full-resolution quality
for point-to-point communications, they can be superior in
a broadcast situation, which is a multiuser communications
problem. Even for point-to-point communications, it has been
shown [16], [17] that MR source coding, using a successive
refinement approach, can be theoretically optimal under certain
conditions and, recently, an efficient practical MR source
coder has been suggested [18] that compares very favorably
with single-resolution approaches that achieve the same full-
resolution quality. The advantage of MR-based schemes over
SR schemes in a broadcast environment comes from the
presence, in the former, of a coarse channel (which comes
as a “byproduct”) that, combined with error concealment
techniques used at the source decoder, can be used to increase

(b)

Fig. 4. Reconstruction of the spatiotemporal pyramid. (a) One step of
coarse-to-fine scale change. (b) The reconstructed pyramid. Note that approx-
imately one-half of the frames in the structure (shown as shaded) are spatially
coded/interpolated.

robustness. A more detailed analysis of this robustness issuc
will be made in Section VI. A note of interest, especially in the
wake of the ongoing standards and compatibility debates, is
that MR decomposition affords a hierarchy of resolutions that
are both natural and useful for compatibility and broadcast
problems.

A. A Specific MR Source Coding Scheme for HDTV

Our MR video coder [4] is a three-dimensional pyramidal
decomposition, based on spatiotemporal interpolation, forming
a hierarchy of video signals at increasing temporal and spatial
resolutions [see Fig. 4(b)]. The structure is formed in a bottom-
up manner, starting from the finest resolution, and obtaining
a hierarchy of lower-resolution versions. Spatially, images
are subsampled after antialiasing filtering. Temporally, the
reduction is achieved by simple frame skipping, since temporal
filtering would be inadequate when motion is present (it would
produce double images).
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The encoding is done in a stepwise fashion, starting at
the top layer and working down the pyramid in a series of
successive refinement steps. The coarse-to-fine scale change
step is illustrated in Fig. 4(a). At each step, the spatial
resolution is increased by linear interpolation and then the
temporal motion-based interpolation is done based on these
new frames at the finer scale. We describe the interpolation
procedure only briefly, and refer the reader to [4] for details.
See Fig. 20 for the different resolutions of a three-layer
pyramid for the “mit” sequence.

The unshaded frames shown in Fig. 4(b) are interpolated in
time. For these frames, the encoder computes a set of motion
vectors that are transmitted along with the residual, i.e., the
difference between the original and the interpolated frame.
The motion vectors are computed in an MR fashion, using
a hierarchical blockmatching algorithm [4]. For each block
in the interpolated frame, three different motion vector can-
didates for the following interpolation modes are considered:
backward interpolation, the motion vector that yields the best
replacement from the previous frame; forward interpolation,
the motion vector that yields the best replacement from the
next frame; motion averaged interpolation, the motion vector
d that yields the best replacement by averaging the block
displaced by d in the previous frame and displaced by —d in
the next frame. The mode that results in the best interpolated
block (in the mean squared error or MSE sense) is selected, and
the mode selection information is also encoded and transmitted
to the receiver.

A DCT-based coder is used to encode the top layer and
the subsequent bandpass difference images. Quantizer steps
and, consequently, bit allocation at different levels in the
hierarchy are determined to obtain good perceptual quality.
Another major consideration in the bit allocation scheme is
in “matching” the subsequent channel coding, to be described
later in the paper.

It is important to note that for the MR source coder we
consider in our system, if one resorts to a two-resolution
hierarchy where the two coarsest layers of the spatiotemporal
pyramid comprise the coarse resolution source channel and
the difference layer comprises the detail channel, then the bit
ratio of coarse-to-detail information is roughly 1 : 2 at high
perceptual quality for typical sequences. This ratio is more
accurate if one includes the “vital” overhead information asso-
ciated with motion vectors and synchronization in the lower-
resolution channel. The coarse and fine channel bit streams
could be interpreted as entering virtual independent buffers
with throughputs in the ratio of 1 : 2, with instantaneous
temporal mismatches in the input channel rates being absorbed
by the buffers and (if necessary) to prevent overflow or
underflow, resolved by exchange of data between the buffers,
resulting in minimal degradation for slight mismatches. This
1:2 ratio is a key parameter in the development of our joint
MR source channel coding system.

IV. MULTIRESOLUTION TRANSMISSION: EMBEDDING

The problem of efficient communication of digital informa-
tion from a single source to multiple receivers with various

carrier-to-noise ratios is key to digital broadcast of HDTV.
While the theory of digital broadcast has received attention
in early information-theoretical literature [2], [16], [19], there
is no evidence of the application of the theoretical maxims
proffered in [2] to the design of practical digital broadcast
channels. An efficient end-to-end broadcast system should
have its transmission constellation matched to its source cod-
ing scheme, and this is the crux of our work, which we
undertake in a multiresolution environment.

A. Efficiency of Using Embedding for Digital Broadcast

Fig. 5(a) depicts a typical broadcast environment, with a
source wishing to convey information {r,s;} to a stronger
receiver and {r,s2} to a weaker one. Note that 7 represents
the common message to be conveyed to both receivers. In
[2], Cover establishes the efficiency of superimposing in-
formation, i.e., broadcasting in a multiresolution embedded
fashion, where the detailed information meant for the stronger
receiver necessarily includes the coarse information meant for
the noisier receiver. The efficiency of embedded broadcast,
in terms of theoretically deliverable bit rate, compared to
independent sharing of the broadcast channel resources in time
or frequency among the receivers is depicted in Fig. 5(b),
where the superior curve is obtained by superimposing the
detail information within the coarse information. That is, the
superior receiver 1, in an optimal scenario, necessarily has
access to the information {r, so} meant for the weaker receiver
2. Note that the plot portrays the potentially deliverable bit
rates which are upper bounded by the Shannon capacities of
the channels, and has the same drawback of providing no more
than existential knowledge, as in Shannon’s classical results
on channel coding [15]. In this work, we show a practical way
of realizing this embedding gain.

B. Embedding in the Modulation Domain

Cover’s concept of embedding the coarse information within
the detailed information is generic in scope, and places no
restrictions on the domain in which the embedding should
be performed. To describe the effect of an analog domain-
embedded modulation, we refer to Fig. 6. The basic idea is that
each constellation consists of “clouds” of miniconstellations
or “satellites,” where the detail information is represented in
the satellites, while the coarse information is carried in the
clouds. Thus, the loss of coarse information is associated
with the receiver’s inability to decipher correctly which cloud
was transmitted, while the loss of refinement information
occurs from the receiver’s confusing one intracloud signal
point for another. The receiver first decodes the likeliest cloud
(coarse information), “subtracts” the decoded cloud value from
the received point, and then decodes the likeliest satellite
within the cloud (detail information). Thus, the MR 16 QAM
(quadrature amplitude modulation) constellation of Fig. 6(a)
has four bits/symbol, of which two bits are coarse (four clouds)
and two bits are detail (four satellites/cloud). Similarly, the
MR 16 PSK (phase shift keying) scheme has two coarse
bits/symbol and two detail bits/symbol, while the 4 PAM
(pulse amplitude modulation) constellation has one bit/symbol
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of each. For our specific source coder, we consider the MR
64 QAM constellation of Fig. 7.

While we present a two-resolution hierarchy, the principles
hold for any number of hierarchical levels desired and would

MR 64 QAM N
(=D, / D)

W .
2dinera® =D

D,
“fine” bit-mapping
(b, by by, by
s s s » 0 -j . o
(> b)
(by, by, 00 01 11 10
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Fig. 7. Example A: MR 64 QAM system constellation with definitions of
X C;,dE (i),dk . (i), and the “fine” bit mapping of the constellation

intra inter
signal points according to the well-known Kamaugh map partitioning. Note

that A = 0 represents uniform 4 QAM, while X = 1 corresponds to uniform
64 QAM.

result in a “fractal” modulation constellation [20], although at
increased complexity and decreased practicality. We point out
later how one can combine an embedded ECC scheme with
an embedded modulation scheme to increase the number of
broadcast resolutions in a practical manner without sacrificing
efficiency in the information-theoretical sense.

1) MR 64 QAM: Consider the constellation of Fig. 7 as
Example A. For every six composite bits per channel symbol
emitted by the 1 : 2 source (see Section III), two coarse
bits select one of the four clouds while the remaining four
detail bits select one of the 16 satellites within the selected
cloud. By “matching” the relative distances between intracloud
constellation points (D;) and intercloud points (Dz), whose
ratio is a design parameter ), to the relative degrees of
desired protection for the two bit streams, one obtains an
efficiently designed joint MR source/MR transmission system.
An optimal “broadcast A” could be obtained if a meaningful
cost function over the broadcast area (which would probably
include factors like population density) were available. On the
other hand, due to the difficulty of a cost function analysis
(see Section II), one could operate at the maximum value of A
that meets the full-resolution coverage range requirement (see
Section V).

The Appendix contains the mathematical analysis of the
coarse and detail channel performance of the MR 64 QAM
of Fig. 7, on which the curves shown in Fig. 9 are based.
Note that those curves reflect packet error rates for the two
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Fig. 8. (a) MR QAM system block diagram (Example A). Note that the

modulator and demodulator are operated at transmission parameter A (see
Fig. 3). (b) Achievable performance (probability that packet is correct) for
practical system of Fig. 8(a). See analogy with theoretical curve of Fig. 5(b).

channels, where a composite packet of length 1080 bits (with
1/3 coarse and 2/3 detail information embedded in it) is used
to prevent error propagation.

While the details are provided in the Appendix, it is im-
portant to mention a few salient features. Note that d* _ (4)
and dk_ (i) represent half the Euclidean distances between
signal point ¢ and its nearest coarse and detail neighbors, re-
spectively, in the k-direction. Also, it must be emphasized that
the topology of the equivalent constellation at the broadcast
receiver is a function of the CNR and . Qualitatively, the
CNR affects the “radius” of the constellation as seen as the
receiver for a fixed noise variance while ) affects the relative
distances between intercloud and intracloud points. As A goes
from O to 1, the intracloud and intercloud thresholds decrease
and increase, respectively, for a fixed power budget, indicating
the quantitative tradeoffs involved in coarse and detail channel
robustness as shown in Fig. 9. Also, note that as we can
always form a Gray code fine-channel digital bit mapping of
the constellation points, exactly as in Karnaugh maps used
in digital logic design [21] (see Fig. 7), we can guarantee
that every point in the constellation is at Hamming distance
one away from each of its intracloud nearest neighbors. Thus,
assuming that single-bit errors dominate when symbol errors
occur, we can equate symbol errors with bit errors. This leads
to an efficient mapping and aids in the mathematical analysis.

Due to favored protection of the coarse stream via the
parameter J, it is possible for the fine packet component to
be corrupted while the coarse packet component is received
reliably for the same composite packet. The dotted curves in
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Fig. 9. Example A. Probability of packet error versus receiver CNR over
the entire range of transmission parameter A for the embedded MR 64 QAM

case. Composite packet length is 1080 bits. (a) Fine channel packet loss. (b)
Coarse channel packet loss.

Fig. 9 refer to a “naive” multiplexing of the broadcast channel
between the coarse and detail information streams under
conditions of equal power, bandwidth, and average spectral
efficiency, as will be explained in Section V. The curves
clearly show the superiority of embedding over multiplexing.
For example, for values of A from 0.2 to about 0.4, both coarse
and detail channel performances are better than those of the
multiplexed case. The particular multiplexing point shown in
the figure is obtained when the power in the coarse and detail
constellations are made equal, though similar performance
improvement can be obtained by embedding over any other
multiplexing point also, corresponding to different values of
A. This is a verification of the information theoretical result
that embedding outperforms multiplexing. See Fig. 8(b).

C. Embedded TCM Constellation

In order to increase reliability of reception over the de-
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Fig. 10. Example B. Block diagram of an embedded MR TCM system using
a 128 QAM constellation. Note that it consists of four clouds of trellis code
modulated 32 QAM constellations.

manding broadcast channel and to increase coverage area,
it may be necessary to add more redundancy to protect
the broadcast information. As is well known, convolutional
codes using a Euclidean distance metric can achieve better
performance for the same complexity than the more commonly
used block ECC’s, which use a “hard-limiting” Hamming
distance metric. Convolutional (trellis) codes achieve coding
gain by using soft decoding with the Viterbi algorithm [22].
Conventional convolutional coding, like block coding, would
require an increase in bit rate to accommodate the redundant
bits, which must come at the expense of lowered source
coding quality, for a fixed total throughout. However, it is
possible to achieve almost all the coding gain theoretically
possible, i.e., to approach the Shannon limit, by expanding the
2-D modulation constellation by a factor of 2 and employing
a redundant constellation via trellis coded modulation, as
established by Ungerboeck [23]. While multidimensional TCM
{241, [25] can provide the same gain for a smaller expansion
factor than the 2-D Ungerboeck constellations, we restrict
ourselves to the latter in the interest of simplicity of design
and analysis. The novelty here is that we combine the concept of
multiresolution with the power of TCM to propose an embedded
TCM modulation for efficient broadcast of a MR source [see
Fig. 11(a)].

An Ungerboeck TCM scheme requires an expansion factor
of 2 in the constellation size. Thus, our original MR 64 QAM
constellation would be expanded to 128 QAM, using the same
power as the former. Of course, this large constellation size
is for our specific example (Example B: see Fig. 10): a more
practical example for HDTV broadcast might be expansion
of a MR 16 QAM scheme (with a 1 : 1 coarse-to-detail bit
rate ratio, as in [26], using 2 bits/symbol for each resolution)
into an embedded TCM 32 QAM, which is certainly practical
in size. The principle of operation is what is important.

Embedded TCM 128-QAM

D1 A'=DI/DZ
IDz

|Dz
EXPANDED
CONSTELLATION

UNEXPANDED
CONSTELLATION

14
32QAM

@

Fine channel prob(Packet Loss) vs. CNR for lambda =0.3 for various MR Ungerboeck Trellises
100

31 N ASRE——— -

102

102

A\
A\

106 p-
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W

1010
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15 20 25 30 35
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(b)
Fig. 11. Example B. (a) Expansion of MR 64 QAM into MR-TCM 128
QAM with an expansion in constellation points of each cloud from 16 to 32.

Note that the coarse channel is unaffected. (b) Coding gain over MR 64 QAM
for the detail channel using MR-TCM 128 QAM for A = 0.3.

The idea for the TCM 128 QAM scheme [see Fig. 11(a)]
is that the coarse information retains preferential protection
through A, while the detail information gets expanded from
16 points to 32 points per cloud via a TCM coding scheme.
Fig. 11(a) shows the first-level set partitioning for each 32-
point cloud into the subset marked “a” and its complement
(unmarked), each subset enjoying a 3 dB gain in squared
Euclidean minimum distance over that of its parent, as needed
for an Ungerboeck code. Note that here we maintain the
same intercloud distance after expansion, while the intracloud
distance is halved (3 dB fine channel gain). Alternatively, one
could maintain the intracloud distance (6 dB fine channel gain)
while slightly degrading the coarse channel performance, a
tradeoff that is worthwhile for small values of X [33].

Fig. 11(b) shows the coding gain for the fine channel (the
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coarse channel remains unchanged) for A = 0.3 for trellises
with 4, 8, and 16 states. The coding gain over the unexpanded
MR-64 QAM constellation is seen to be consistent with that
tabulated in [23]. Thus, the simple four-state trellis is seen
to provide a coding gain of 3 dB/symbol in CNR. Identical
gains in detail channel protection will occur for any desired
value of A. Thus, for an efficient end-to-end MR design, one
may ensure the coarse channel robustness through A while
using a TCM code of acceptable complexity to achieve the
desired full-resolution coverage area. An important feature of
our MR system is that due to inclusion of error concealment
techniques at the decoder (see Section VI-B), it is possible to
obtain indistinguishable full-resolution quality even at a fine-
channel packet loss rate exceeding 10~!. As seen from Fig.
11(b), at this high loss rate one gets marginal return from using
trellises over four states, thus making our TCM design nearly
optimal with only a simple four-state trellis! It is important to
note that this scheme permits operation with no decrease in
source coding bit rate over that of an uncoded system.

D. Embedding in the ECC Domain: UEP Codes

While unequal degrees of robustness can be achieved for the
coarse and refinement channels using analog modulation, sim-
ilar results can be obtained using digital ECC’s with unequal
error protection (UEP) [13], [27], [28]. Although the TCM
constellation mentioned earlier is indeed efficient, there may
be practical limitations to expanding the constellation size.
Moreover, one may need ECC’s to “bridge” any mismatches
in rate between the source and channel modulators (see Fig. 2).

It can be seen that embedding in the modulation and
ECC domains are essentially equivalent. In the ECC domain,
codewords of length n in (GF(2))™ are clustered into “clouds”
whose members (“satellites™) are closer in Hamming distance,
with respect to one another, than to members of other clouds.
Codes having this behavior are referred to as UEP codes.

A two-level UEP code can be described as an (n, ki, ko, t1,
t2) code (where ¢; represents the number of channel errors the
code can withstand for the information k;). It has to be noted
that using a UEP code is by no means the only way to provide
unequal error protection. As a first approach, one could use
two different codes for each category of information but it is
essential to note that embedding the codes can yield better (in
terms of the rate k/n) codes than using two separate codes.
In other words, combining two (n1,k1,t1) and (ng, ks, ts)
codes to obtain an (n; +ny, k1, k3, ¢1, t2) code can potentially
be outperformed by an (n, k1, ka2, t1,%2) embedded code. As
an example, consider a (63, 12, 24, 5, 3) binary cyclic UEP
code listed in [29]. Alternatively, one can consider two smaller
BCH codes with characteristics (31, 11, 5) and (31, 12, 3).
The BCH codes can provide the same protection but clearly
their rates are worse than those obtained with the embedded
code. To further the analogy with the modulation domain, the
use of different codes for the different classes of information
(as in [11]) can be likened to the “naive” multiplexing for
transmission for the two-user broadcast channel.

It follows that resorting to UEP codes is more efficient than
using separate ECC’s to provide unequal protection. However,

MR f(coarse
source Embedded 64 QAM
coder |(fine) ECC modulator ‘]
A
w
G
N
channel
MR [ pmbedded
lecode channel de?::o%:l:{or
decoder |(fine) | decoder

Fig. 12. Example C. Block diagram of an MR system with embedded ECC’s
for the coarse and detail channels.

UEP codes are hard to find and no structured method (that does
not require brute-force computer search) has been described to
design them. See Lin et al. [29] for a tabulation of all possible
embedded ECC’s of odd lengths up to 65. The codes listed
in [29] are not appropriate for the application considered in
that, of those codes with ratio of coarse-to-detail information
(ka2/k1) close to 2, few are efficient (i.e., with rates (k;+kz)/n
close enough to 1). Fig. 12 (Example C) presents the block
diagram of a scheme that uses embedded UEP codes, and Fig.
13 shows the results, in terms of packet loss, for different
CNR’s when several of the codes tabulated in [29] are used.

Thus, while UEP codes can be used instead of MR modu-
lation schemes to perform the MR transmission, the issue of
designing good UEP codes is largely open and involves a high
degree of complexity. Following the above considerations, for
our application we consider unequally error protected ECC’s
designed independently for the coarse and detail information
channels. Using the same coarse packet size of 360 user bits
(k) and various levels of redundancy (n — k), we simulated
the performance of various (n, k,t) ECC’s (Example D). This
example consists of protection of only the coarse channel to
varying degrees of robustness, while leaving the detail channel
uncoded [see Fig. 14(a)]. Fig. 14(b) shows how using ECC’s
lowers the probability of coarse packet loss over the range of
CNR'’s of interest.

E. Hybrid Embedded Modulation/ECC Scheme

ECC’s and MR embedded modulation may have to be used
jointly in an efficient end-to-end system. For example, one
could use a nonuniform QAM scheme rather than the uniform
QAM constellation in Fig. 14(a) (Example D). Thus, the ECC
scheme could be used as a “bridge” to achieve a match
between the bit rates (coarse and fine) required by the MR
constellation and the bit rates (source bits plus ECC bits) sent
through each of the channels (see Fig. 2). Also, embedding
in both the ECC domain and the MR modulation domain
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Fig. 13. Example C. Probability of packet error versus receiver CNR for
some known embedded ECC’s. Note that the five-tuple (n,ky,k2,t1,t2)
listed refers to the embedded code length, the coarse bits per block, the detail
bits per block, the error correction capability for the coarse bits per block,
and the error correction capability for the detail bits per block, respectively.
(a) Fine channel packet loss. (b) Coarse channel packet loss.

wouild lead to an efficiently designed MR joint source channel
system with more than two resolutions without resorting to
a complex “fractal” modulation constellation. This could be
accomplished, for example, for a three-resolution design by
having the two coarsest resolutions being embedded in the
ECC domain, and the resultant composite coarse bit stream
being embedded in the third (detail) channel bit stream in the
modulation domain as a two-layer embedding (see Fig. 15).

V. AN EFFICIENT END-TO-END SYSTEM DESIGN

In the previous section, we have illustrated, through Ex-
amples A-E, the different tools that can be used to design an
efficient broadcast system. Using these tools, we now examine
the tradeoffs involved in the various schemes to provide a
solution to the problem stated in Section IL. Table I gives the
coordinates of Examples A-D.
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Fig. 14. Example D: Multiplexed (nonembedded) ECC using a family of
BCH codes. Note that error correction is applied to the coarse channel only,
with the detail channel sent unprotected. Note that the three-tuple (n, k,t)
listed refers to the code length, the coarse bits per block, and the error
correction capability for the coarse bits per block. The packet loss rate refers
to a coarse packet length of 360 bits. (a) Block diagram. (b) Simulation of
coarse channel performance.

A. Comparison of A Modulation, TCM, and ECC Schemes

The A modulation scheme of Example A might be used to
provide a desired coverage range for the coarse-resolution sig-
nal, and a “basic” coverage for the fine channel. The MR TCM
scheme of Example B increases the full-resolution coverage
area at the cost of an expanded modulation constellation. The
scheme of Example C (embedded ECC’s), while efficient in an
information theoretical sense, is unlikely to meet the bit rate
ratios of the different resolutions required of most practical
HDTV schemes and is, hence, omitted from our discussion.
The ECC scheme of Example D can be used to make the
coarse channel more robust but at the cost of reduced quality,
for a fixed total bit rate budget for source and channel coding.

Table II gives a comparison of Examples A, B, and D
for a typical problem. We fix the coarse channel quality and
coverage requirement (delivered coarse packet error rate (PER)
of less than 10~ at receiver CNR’s above 19 dB/symbol) and
compare the full-resolution quality and coverage range for the
different schemes. As seen, all schemes perform well with
respect to an uncoded system. Note that, with MR schemes,




16 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 11, NO. 1, JANUARY 1993

MR forel) Jpmbedded ()

(coarse 2) nl‘*l(gC ¢ MR
source 64 QAM
coder (fine) modulator —1

A
w
G
N
channel
(A)
MR  [oarse 1)| Ethbedded MR
channel
source (222l Gecoder 64 QAM
decoder |(fine) demod.

Fig. 15. Example E: Block diagram of a MR system with three levels of
resolution using both embedded ECC’s and embedded modulation to make
overall design efficient and practical.

TABLE 1
SUMMARY OF PRESENTED ALTERNATIVES
Example A B C D
Description MR QAM MR Embedded Multiplexed
TCM ECC ECC

Section 4.2 43 44 4.4
Block Diagram Fig. 8 Fig. 10 Fig. 12 Fig. 14
Simulation Fig. 9 Fig. 11 Fig. 13 Fig. 14

TABLE II

COMPARISON OF SCHEMES A, B, AND D. WE REQUIRE PACKET ERROR RATE
(PER) LEss THAN 103 FoRr THE COARSE CHANNEL AT 19 dB/SymBoL CNR.
WE COMPARE PERFORMANCE FOR FINE CHANNEL PER LEss THAN 101

Example Uncoded A B D

PER <103 <10-3 <103 <1073

CNR(dB/ > 26 >19 >19 >19

symbol)

Range

Low- — same as same as same as

Resolution uncoded uncoded uncoded

Quality

PER <1073 | <1071 <10t <10~!

CNR > 27 > 27 > 24 > 24

(dB/symbol)

Range

High- — same as same as fine

Resolution uncoded uncoded channel bit

Quality rate 15%
less than
uncoded
**)

Design — A=0.3 A=0.3 BCH (255,

Parameter four-state 179, 10)

trellis
Complexity | — same order higher than | higher than
as uncoded uncoded uncoded

Increase in | — coarse: coarse: coarse:

Coverage +7dB +7dB +7dB

over full: +0 dB full: +3 dB | full: +3 dB

Uncoded

SNR(dB)

BCH(127,99,4) code for coarse channel
al
o)
B AN

A=0.5
255 u 20
<— CNR (dB/symbol)

Thresholding assumed at Pr(coarse packet error)=10'3
and Pr(fine packet error)=10'l
Fig. 16. Tradeoff between using modulation domain protection via transmis-

sion parameter A = 0.5. and ECC domain protection using a BCH (127, 99,
4) code applied to the coarse channel.

a fine channel packet loss of 107! is reasonable to get good
full-resolution quality if the coarse channel is near-perfect and
error concealment is invoked at the decoder (see Section VI-
B and Fig. 21). While Example A is a good low-complexity
solution, Example B, operating at A = 0.3 with an embedded
four-state trellis, is the best choice if constellation expansion
is tolerable. As seen from Fig. 11(b), for a probability of
fine channel packet loss of 107!, one needs only a simple
four-state Ungerboeck trellis to get most of the coding gain.

(*)For the uncoded system, the fine channel error rate cannot be 10!
as error concealment requires “perfect” coarse channel performance at that
fine channel error rate. See Section VI-A.

(**)The reduction in bit rate available for source coding is due to the
use of an ECC.

Example D gives the same coverage as Example B, but it
requires a complicated ECC which also results in 15% reduced
fine channel bit rate and, therefore, a degraded full-resolution
quality.

Fig. 16 shows the different performances obtained with
Example A for A = 0.5 and Example D using a BCH
(127, 99, 4) code to protect the coarse channel. For the same
coarse channel performance, with CNR’s below 20 dB/symbol
receiving no signal, the crossover from coarse resolution
quality (SNR = () to full resolution occurs for Example
A and Example D at 25.5 dB/symbol and 24 dB/symbol,
respectively. Note, however, that the parity bits needed by
the ECC-protected coarse channel must necessarily come at
the expense of a lower fine-channel bit rate, resulting in
degraded full resolution quality as noted in Table II. Thus, if
a comparison is to be made on the basis of equal bandwidth,
the ECC scheme would necessarily have lower full-resolution
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quality (SNR = a;) than the MR modulation scheme (SNR =
) for all receiver CNR’s better than 25.5 dB/symbol, but the
full-resolution gain in CNR is 1.5 dB for the ECC scheme (24
dB versus 25.5 dB). The assessment of the tradeoff depends
on the values of oy, a, and [, which in turn depend on the
source coding used.

The following points of comparison between the two
scliemes of Examples A (MR modulation) and D (ECC
scheme) are worthy of note.

e The coverage tradeoff is between the modulation
scheme’s degradation of quality by (o — ) dB for receivers
between 24 dB/symbol and 25.5 dB/symbol CNR versus
the ECC scheme’s degradation of full-resolution quality by
(a1 — a2) dB for all receivers with CNR better than 25.5
dB/symbol.

e Note the complexity disparity in the two schemes, with
the ECC scheme resorting to a complicated BCH code, while
the MR embedded modulation QAM scheme comes at rela-
tively little excess cost over that of a uniform QAM scheme
which must be used for transmission anyway.

e The MR modulation parameter A, being a continuous
variable, also affords any desired operating point over the
range of CNR’s of interest while the ECC scheme, being
discrete in nature, may not afford a solution at any desired
operating point.

e In an information-theoretic sense, an embedded MR cod-
ing scheme outperforms a nonembedded one, and embedding
is accomplished much more easily in the modulation do-
main. As the ECC scheme uses a Hamming distance metric
compared to a softer Euclidean distance criterion for the
modulation scheme, the latter is more efficient.

B. An Efficient Choice of System Parameters

We now have the tools to propose an efficient end-to-end
systems solution to the broadcast problem stated in Section II.
Assume we are constrained by the modulation constellation to
operate at coarse and fine channel bit rates of R, and Ry (for
our MR 64 QAM example, R.: Ry = 2 : 4). Note that R, and
R represent the combined bit budgets to be allocated between
source coding and error protection for each channel. Refer
to Section II and Fig. 3. The coarse channel is the “anchor”
for the MR system as it represents the fallback mode and
is vital for error concealment (see Section VI-B). Therefore,
the desired coarse channel coverage requirement d. of Fig.
3 should be satisfied at the maximum low-resolution quality
possible. To this end, a sensible strategy for the coarse channel
would be to allocate its bit budget R, completely for source
coding, while using the embedded A modulation scheme of
Example A to provide the desired robustness.

Assume that the Ry bits of the fine channel have to be
allocated between error protection (Ry.) and source coding
(Ry,s), where Ry = Ry .+ Ry .. Once the coverage distances
(i.e., d. and dy) have been fixed and the modulation scheme
has been selected (i.e., R and Ry are known), the joint source
channel coding problem can be converted into a simpler one,
allowing us to determine the remaining free variables of the
system as follows.
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Fig. 17. (a) MR 64 QAM constellation of parameter A. (b) Independent
modulation constellations (16/256 QAM) for coarse and fine channels. (c)
Single-resolution 32 QAM constellation. All constellations use equal power.

Step 1: Use the budget allocated to the coarse channel R, to
maximize the quality of the souce coder for that channel (e.g.,
see the bit allocation strategy for our coder described in [30].)

Step 2: Use a MR modulation scheme (Example A) and
set A to the maximum value for which, at distance d. from
the emitter, the error rate for the coarse channel is below the
desired threshold. If this results in an impractically low value
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Fig. 19. Broadcast ranges for the different constellations.

of A, one could resort to a hybrid scheme using ECC’s to
“boost” the coarse channel coverage albeit at the expense of a
lower coarse-resolution quality, since part of the total budget
must now be diverted from source coding to channel coding.

Step 3: Use a MR TCM scheme (Example B) to protect
the fine channel if the constellation size is reasonable. An
embedded multidimensional TCM scheme may be used [24]
to reduce the expansion factor if complexity permits. If an
additional increase in coverage (coding gain) is desired beyond
that affordable by TCM, find an efficient error correction code
(convolutional or block) that satisfies the desired fine channel
error probability at distance dy. This code will use Ry . bits
and, therefore, the remaining Ry, = Ry— Ry, will be used for
source coding. However, due to the effect of error concealment
techniques feasible with an MR design, it is unlikely that the
fine channel would require additional protection (see Section
VI-B). Note that if the MR TCM scheme will suffice to meet
the requirements, no extra channel bits would be needed and
Ry, = Ry.

Step 4: Finally, use the remaining Ry, bits for the fine
channel source allocation in an efficient manner, as in Step 1.

VI. ADVANTAGES OF MR BROADCAST

We now describe the advantages of using MR broad-
cast, i.e., joint MR coding and embedded transmission, over
single-resolution as well as MR-independently transmitted
schemes. We address the transmission comparison in Section
VI-A and show the advantages of MR coding through error
concealment in Section VI-B. While a terrestrial broadcast
channel incurs various degradations like multipath distortion
and fading, we consider only the more analytically tractable
additive white Gaussian noise (AWGN) channel. The AWGN
assumption is reasonable since actual systems would resort to
adaptive channel equalization or multicarrier (e.g., orthogonal
frequency division multiplexing or OFDM) techniques to
combat multipath distortion.

A. Comparison of MR Embedded, MR
Independent, and SR Constellations

Simulations were carried out for the AWGN channel for the
MR-embedded constellation, the MR nonembedded constella-
tion (i.e., independently transmitted constellations for the two
resolutions), and the single-resolution constellation, as shown
in Fig. 17. The independent case refers to separate transmission
of the coarse and fine channels using “naive multiplexing”
of the frequency spectrum. To ensure fairness of comparison,
all three cases were tailored to operate under conditions of
equal average power (it can be shown that the comparison
under equal peak power constraint would be similar) and equal
spectral efﬁéiency (i.e., throughput/bandwidth).

To compare the MR versus independent constellations, a
MR 64 QAM and a 16/256 QAM (coarse/fine) independent
constellation pair were picked. The independent channels have
a spectral efficieny of four and eight bits/symbol, or an average
spectral efficiency (six bits/symbol) identical to that of the
MR 64 QAM. Fig. 9 shows the performance of these two
schemes for several values of A. As was mentioned in Section
IV-B, for the range of values of A from about 0.2 to 0.4,
the embedded MR scheme outperforms the multiplexed MR
scheme for both coarse and fine channels. In order to get a
comprehensive picture, a plot of received quality (SNR) versus
receiver CNR is shiown in Fig. 18 using perceptually consistent
thresholding of the curves of Fig. 9 at coarse and fine packet
loss probabilities of 10~2 and 10~1, respectively, as justified
earlier. As can be seen from Fig. 18 [and Fig. 8(b)], the MR
constellation outperforms the independent one over all ranges
of CNR’s for an entire range of A values (e.g., A = 0.2).

In comparing MR with a single-resolution scheme, we
assume that the SR source coder is 16% more efficient than
the MR coder. We take this as a worst-case figure, as based
on empirical comparisons using a nonMR-friendly framework
like JPEG [31]. Under these conditions, the SR channel
could afford a 32 QAM modulation scheme for the same
transmitter power as the MR 64 QAM scheme, due to a
source compression advantage of roughly 5/6. For fairness of
comparison, the SR scheme received the same thresholding
(1073) as the coarse resolution packet stream, as they both
achieve transitions from the region of no signal to the region
of discernible signal.
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Fig. 20. Resolutions of the pyramid. (a) Coarsest layer. (b) Intermediate layer. (c) Full-resolution layer.

The results shown in Fig. 19 indicate the tradeoffs involved.
As can be seen by comparing the SR scheme with, say, the
MR-embedded scheme with A = 0.5, the broadcast coverage
area is much greater for the MR scheme at the price of some
midregion suboptimality.

A point to note in favor of the MR scheme is the increase
in full-resolution quality coverage area made possible by
performing error concealment techniques to be described next.
The SR scheme loses this advantage, as it has no coarse
resolution channel to fall back upon.

B. Error Concealment

Due to the nature of the broadcast communication, it is
impossible (or perhaps impractical) to achieve error-free trans-
mission. Therefore, any real system has to be able to function
in the presence of transmission errors. An error concealment
scheme is often required to mask those errors and provide
a gracefully degrading picture. Recursive systems (motion-
compensated hybrid DCT being the typical example) cannot
recover from errors until the next restart of the prediction loop.

The source coder we have used is based on a finite memory
structure, and errors will not accumulate but die out within
a few time samples. The structure used in conjunction with
the MR modulation also allows very successful error conceal-
ment. Concealment strategies for single-resolution schemes are
typically based on packet loss rates on the order of 1073
(as in [32]), since transmission systems based on prediction
loops are extremely fragile. However, in our MR scheme,
we perform effective concealment at fine channel packet error
rates exceeding 10~ since the coarse channel is almost perfect
(errorrate < 107°) at the same CNR for typical values of
A (see Fig. 9).

Therefore, most of the errors will occur in the fine detail
and a coarse version and motion vectors will be available
for concealment. The concealment strategy differs slightly for
the frames that are interpolated spatially or temporally, and

©

assumes that the information transmitted in the coarse channel
is intact. The spatially interpolated frames of the finest layer
are called anchor frames, as they have no temporal dependence
on any other frame.

For the temporally interpolated frames, motion vectors and
the selected interpolation mode for each block are available
but the actual interpolation error (or residual) is lost. In the
packetized transmission we have implemented, the typical
region affected by a packet loss is a narrow strip 8 pixels in
height and 1000-2000 pixels long. Because the encoder uses
a smooth motion vector field (enforced by the hierarchical
motion estimation algorithm) and both previous and next
frames are available for interpolation, errors tend to be very
small. Most artifacts show up as “blockiness” and are almost
invisible, even in a still frame. Since these frames are not
used to predict any other frames, the errors do not need to be
processed further.

The errors are more visible, and potentially last longer
for the spatially interpolated (anchor) frames. The artifacts
appear as blurred blocks or decreased spatial resolution, and
are clearly visible in still frame [see Fig. 22(b)]. Furthermore,
since the previous and next frames (which are temporally
interpolated) are based on this frame, errors can be annoying
in real time. The concealment is based on replacing the region
affected by the lost packet from the previous anchor frame.
Since motion vectors are not available for this frame, an
approximation is computed based on the motion vectors of the
previous frame. Then, this is used to interpolate blocks from
the previous anchor frame. This works very well in practice,
as motion vectors resemble the true motion.

This concealment strategy gives excellent results even in
extreme cases of packet loss. Complete loss of a frame can be
tolerated, and sustained 15% packet loss rate causes no visible
loss in quality. Fig. 21 shows the effect of 15% fine packet
loss (obtained for A = 0.5, CNR = 25.5 dB/symbol) on the
spatial residual of the sequence with Fig. 21(c) showing the
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()

Fig. 21. Effect of channel noise for A = 0.5, CNR = 25.5 dB/symbol (15% fine-channel packet loss). (a) Spatial residual frame.
(b) Packets corrupted by channel. (c) Full-resolution reconstruction after error concealment. Image is 512 x 512.

reconstructed quality, while Fig. 22 illustrates the power of
error concealment in a MR environment.

VII. CONCLUSIONS

We have demonstrated a multiresolution (MR) joint
source channel coding system, where using a source
coder matched to an embedded trellis-coded modulation
constellation (with/without error correction coding) has been
shown to provide an efficient end-to-end MR system. The
threshold effect plaguing single-resolution (SR) systems is
softened by a stepwise graceful degradation reminiscent
of analog systems without sacrificing the source coding
advantage of digital schemes. We show the superiority of
an embedded MR transmission scheme over independent
transmissions of the MR source resolutions, and point out the
tradeoffs in robustness and broadcast area coverage of low-
and high-resolutions between embedded MR and SR digital
systems for QAM constellations, highlighting the benefits of
using joint MR source and channel coding.

APPENDIX
ANALYSIS OF MRQAM OF SECTION 1V-B-1)

Let us introduce some definitions associated with Fig. 7.

e § = {set of all constellation points in the modulation
scheme}.

e N = |S] is the number of signals in the constellation.

e D = {set of all “directions” (N, S, E, W) repre-
senting the one-sided independent degrees of freedom for
the additive Gaussian noise, with unit directional vectors
(upy,ug,ug, upy,) respectively.}

e C;={j]7 € S and 4, are in the same cloud}, i.e., the
set of all points which are in the same cloud as signal i.

o dF .o (i)(dk .. (i) = half the Euclidean distance between
¢ and its nearest “fine” (“coarse”) neighbor in the (positive) ug
direction. Thus, {d¥,, . (:)}({dX,..(3)}) Vk € D,Vi € S is the
minimum instantaneous noise amplitude component in the ug,
direction that will cause the receiver to incorrectly decode the
intracloud (intercloud) information in that direction. Note also
that if a signal point should have no neighbor in the positive
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uy direction, then its corresponding nearest neighbor distance
will be oo.

From these definitions, using the simple Gaussian error
function we can obtain closed-form solutions to the proba-
bilities of fine and coarse channel bit errors (Pef’ » and Py,
respectively). It is easy to show that the probability of fine bit
error for a given A and CNR are given by

PLOLCNR) = Y (D))

i€S(A,CNR) k€D

) [05 * erfe (dicmra(z)/\/i)] (1)

where erfc (z) is the standard complementary Gaussian error
function defined as

erfe (x) = (2/V/7) /j e~ dt )

and ¢(i) in (1) refers to the symbol probabilities which, if
assumed to be equal, would simplify it to

Z Z erfc (d:cntra(z)/\/i)

i€S(\,CNR) k€D
3)

P{,(A\,CNR) = L

©

Fig. 22. Effect of error concealment for 15% fine-channel packet loss (blow up of Fig. 5). (a) Corrupted spatial residual frame.
(b) Reconstruction without error concealment. (c) Reconstruction with error concealment.

Similarly, for the coarse bit stream, we have, assuming
equiprobable symbols,
1 X

SVONR) = =0 37 Y erfe (dhua(i)/ V).

i€S(A,CNR) keD
4

In order to prevent error propagation, we packetize the
streams into a composite length of L bits/packet comprising
L/3 bits of coarse data and 2L/3 bits of fine information (as
demanded by the 1 : 2 ratio in coarse-to-fine bit rate). In the
absence of ECC, we assume that a single bit error anywhere
in an entire packet corrupts that packet and causes it to get
lost. As was shown, due to the Karnaugh mapping, single bit
errors will dominate. Defining the packet error probabilities as
P, and PS . respectively, for the coarse and fine channels,

e ,p 7
we have

P/, (A\,CNR) =1 (1— P{,(\,CNR))*/®  (5)
and
Py (A CNR)=1-(1- Pec,b()\ycNR))Lm ©6)

See Fig. 9 for a plot of the curves for L = 1080 using the
MR 64 QAM constellation for both coarse and fine packet
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probability of loss performance as a function of the broadcast-
area CNR for a multitude of A values encompassing its region
of definition from 0 to 1.
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