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Abstract

VBR transmission of video over ATM networks has long been said to provide sub-
stantial benefits, both in terms of network utilization and video quality, when compared
with conventional CBR approaches. However, realistic VBR transmission environments
will certainly impose constraints on the rate that each source can submit to the network.
In this paper we formalize the problem of optimizing the quality of the transmitted
video by jointly selecting the source rate (number of bits used for a given frame) and
the channel rate (number of bits transmitted during a given frame interval). This se-
lection is subject to two sets of constraints, namely, (i) the end-to-end delay has to be
constant to allow for real-time video display and (ii) the transmission rate has to be
consistent with the traffic parameters negotiated by user and network.

For a general class of constraints, including such popular ones as the Leaky Bucket,
we introduce an algorithm to find the optimal solution to this problem. This algorithm
allows us to compare VBR and CBR under the same end-to-end delay constraints. Our
results indicate that variable rate transmission can increase the quality of the decoded
sequences without increases in the end to end delay.

Finally, we show that for the leaky bucket channel, the channel constraints can be
combined with the buffer constraints, such that the system is identical to CBR trans-
mission with an additional, infrequently imposed, constraint. Therefore, video quality
with a leaky bucket channel can achieve the same quality of a CBR channel with larger

physical buffers, without adding to the physical delay in the system.
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1 Introduction

Future networks will carry various forms of information, such as data, audio, and video. Even
high bandwidth video transmission applications over these networks are becoming feasible
due to technology advances that expand the network bandwidth. Various applications such as
video conferencing, video-on-demand (VOD), or multicast over the network are being studied
and implemented. Video applications have some special characteristics that distinguish them
from more traditional data transmission. For example, Lossy compression will be used so
that, (i) the output generated by a video coder will intrinsically be variable bit rate (VBR)
for most practical compression algorithms and (ii) due to the lossy compression, the output
rate, and thus the quality of the decoded data, can be chosen by the encoder. This gives rise
to interesting trade-offs between channel utilization and video quality. Additionally, video
transmission requires rigorous timing synchronization between encoder and decoder in order
to guarantee real time playback. As will be seen, data corresponding to a specific video frame
becomes useless if it arrives “too late” at the decoder.

The VBR nature of compressed video has been cited for a number of years [2] as a
motivation for establishing networks which allow video transmission at variable rate while
providing guarantees on the end-to-end delay and delay jitter in the transmission: the so
called quality of service (QOS) guarantees. VBR transmission is useful because it better
matches the intrinsic characteristics of video sources without requiring additional buffering
delay. The QOS guarantees are required to ensure that real time display of video at the
decoding end is possible. Asynchronous Transfer Mode (ATM) networks are an example of a
network architecture which would allow this type of VBR transmission with QOS guarantees,
as they incorporate flexible mechanisms for resource allocation [3, 4]. The main drawback
of allowing VBR transmission for improved video quality is that the network becomes vul-
nerable to sources which are too bursty or attempt to exceed their negotiated bandwidth
allocation [5, 6].

In order to ensure that QOS guarantees are maintained, the network will likely have
to negotiate a contract with each user before the start of transmission which specifies the
expected traffic parameters of the transmission. In addition, the network will probably resort
to a policing mechanism which will be used to prevent the negative impact on the network
of sources exceeding their negotiated traffic parameters. While not precluding that other
mechanisms are used within the network, we concentrate here on policing functions that are
known to the video encoder and are monitored at the user-network interface [7]. Policing

functions such as leaky bucket (LB), jumping window, sliding window, etc, are commonly



used due to their simplicity and efficiency [8, 9]. Note that our methods would also be
directly applicable to shaping for I'TU-T defined parameters such as Peak Cell Rate and
Sustainable Cell Rate.

In this paper we focus on real-time video communications over ATM networks'. We show
that video transmission is then subject to both end-to-end delay constraints and channel
rate constraints. Previous research has studied these two constraints [5] and also considered
various heuristic methods to select source and channel rates to satisfy both of them [5, 10,
11, 12]. The novelty in this work is that we formalize the problem of source and channel
rate selection and propose a new algorithm to achieve the optimal solution for most policing
functions of interest [1]. Independently of our work other researchers have studied a similar
formulation and provided an alternative algorithm based on a “sliding window” approach
[13, 14, 15]. When using a sliding window global optimality can no longer be guaranteed but
on-line encoding becomes a possibility.

This paper extends previous work [16] which considered rate allocation under delay con-
straints for a CBR environment in two ways. First, we formulate the problem to include
the delay constraints when channel rate is variable. Second, we introduce a new algorithm
to find the optimal solution when the channel rate is constrained by a large class policing
mechanisms. Note that while other researchers have considered shaping techniques for bit-
streams generated by video coders here we go one step further by introducing the shaping
requirements, in the form of policing constraints, within the video encoder loop. We are thus
able to adjust the quality of the encoded video in a Rate-Distortion optimal manner while
complying with required shape parameters. Further shaping can be also performed at the
output of the encoder buffer without affecting the video quality.

Our algorithm allows us to present a global picture of a VBR video transmission system
by considering all the interesting trade-offs among the available resources, namely, end-to-
end delay, policing function parameters and physical buffer sizes at encoder/decoder. We
can thus compute the maximum achievable video quality for a given video sequence with
a variety of system configurations. From our experimental results, we also show that, for
the specific environment of an ATM network with LB constraints, the optimization problem
is equivalent to the constant bit rate (CBR) channel with a single buffering constraint,

whenever sufficient physical buffering is available. Qur methods can be used for off-line

!Note that by real-time we mean that data is read at some rate from the source and has to be played
back in real-time from the network at the destination. In some cases the encoding is done on-line and thus
the complexity of the encoder is limited. In others off-line encoding is possible and more complex algorithms
can be used.



encoding, for benchmarking and also to derive approximate allocation algorithms which can
operate under real-time encoding.

The paper is organized as follows. In Section 2 we formulate the problem by taking into
account all the available resources (buffers and policing function) as well as the end-to-end
delay. We can thus determine the general set of constraints on the system. Section 3 intro-
duces an algorithm that obtains the optimal operating point for a given set of constraints.
Experimental results are presented in Section 4 and are used to provide some general rules for
the selection of system parameters. Finally, in Section 5, we show that for the LB channel,
the channel constraints can be combined with the buffer constraints, such that the system

is identical to CBR transmission with an additional, infrequently imposed, constraint.

2 Problem Formulation

Our goal in this paper is to consider the possible choices of parameters in a real-time video
transmission system and study how they can be optimally traded-off to achieve various levels
of video quality and network utilization. In particular we consider the following parameters:
(i) A policing function which operates at the user-network interface and which specifies the
number of bits that a given source can use, (ii) the end-to-end delay between encoder and
decoder, and (iii) the physical buffer sizes at encoder and decoder. We start by formulating

the problem with the above listed parameters.

2.1 Delay and Buffer Constraints

In a real-time video communications system, both encoder and decoder are attached to
synchronous devices, and thus the end-to-end delay of a frame traversing the system should
be constant?. If some of the information corresponding to a video frame arrives at the
decoder after the scheduled decoding time, the information will be useless and the frame will
thus be considered lost. Since the information received at the decoder is stored in a buffer
before actually being decoded, we will call this situation decoder buffer underflow.

For a generic video communications system, the end-to-end delay, AT', is the time it will

take for one frame to be transmitted and can be written as
AT = 6t + 6t. + i, (1)

where t. and 41, are, respectively, the delays in encoder and decoder buffer, and dt. is the

channel transmission delay, see Fig. 1. The total end-to-end delay AT has to be constant for

2Note that the same would apply to a system where the information has been pre-encoded but real-time
display at the decoder is required, as in VOD applications.
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every frame in order to keep synchronized timing between encoder and decoder. Note that
in general the channel delay itself is variable due to both scheduling and routing. The delay
variations can be assumed to be small and disregarded. Alternatively, if 6t is the average
expected delay and dt,,,, is the maximum expected deviation from the average delay we
can define §t, = &t. + 8t,,q4. as the maximum expected channel delay and use this in our
formulation. To ensure that the system will work properly, we can overdimension the decoder
buffer by (0t — 0tiow) X Rpaz , Where R,,q; is the maximum rate per second that the channel
can support and dt,, is the minimum channel delay, which could be zero®. Thus, without
loss of generality we assume that the sum of delay in encoder buffer and decoder buffer
0t. + o0ty = AT — 6t, is also constant. Assume the length of the time interval for one video
frame is 7. Given the end-to-end delay AT, the number of video frames stored in either

encoder or decoder buffer is

AN — AT; (StC7 2)
which can also be interpreted as the end-to-end delay expressed in units of frames.

Note that in what follows we consider that the encoder and decoder clocks are shifted
by an amount equal to dt., the transmission delay. Thus, if the i-th frame interval starts at
time t; at the encoder, it will start at time ¢; + dt. at the decoder. Refer to Fig 2. We will
now discuss how the system is constrained by the end-to-end delay (Section 2.2) and the

sizes of the buffers at encoder and decoder (Section 2.3).

2.2 Effective Buffer Size

Denote B¢(i) and B%(:), respectively, the encoder buffer and decoder buffer occupancies.
Let C(1) and R(7) be, respectively, the channel rate at time ¢ ( i.e. during the i-th frame
interval) and the source rate used for i-th frame *. All of these variables have units of bits.

The encoder and decoder buffer occupancies can be obtained as

BG) = Y RG) - C0) )

{ i O() = TN R(j), wheni > AN

i=1

d(: .
B =\ S c), when i < AN, (4)

3When delay is less than dt., data will be available at the decoder earlier than expected and may have
to be stored longer, thus resulting in a larger buffer capacity. With this additional physical buffer capacity
our formulation is still valid, and our algorithms can be used “as is”.

“Note that the formulation does not change if one considers a time unit smaller than the frame interval.
For example, as will be seen in our experiments, we can use the Group of Blocks (GOB) as the basic unit so
that C(¢) and R(¢) become, respectively, the channel and source rates for the i-th GOB.



Because of the end-to-end delay, the decoder waits AN frame intervals before starting to
decode the video frames available in its buffer. Here we are assuming sufficiently large buffers
at encoder and decoder and thus we focus on the effect of buffer underflow. For most cases of
interest, given that our goal is to minimize distortion, the set of quantizers will be such that
encoder buffer underflow will not occur and we thus do not take this into account. However
decoder buffer underflow, i.e. the situation where all the bits corresponding to a given frame
are not present at the decoder in time to be decoded, may very well occur. This problem is
important since it results in frame losses.

Combining the encoder buffer occupancy (3) at time ¢ and decoder buffer occupancy (4)

at time 2 + AN, we have that:

BU+AN) = 3 CG)- L RO = % C6) - (S RG) - L.00))
- Z'_z:lC(j)—Be(i). (5)

In order to prevent the decoder buffer from underflowing, we have to keep the right hand
side of (5) always greater than zero. We introduce the concept of effective buffer size, Bess(1),
which we define as the maximum level of buffer occupancy that the encoder can reach at
time ¢ such that the channel rates are adequate to transport all the bits without violating
the end-to-end delay constraint (i.e. without producing decoder underflow.) From (5) the
maximum level of encoder buffer occupancy is Z;;Aﬁ C(j), thus we have

+AN

Begs(i) = Y C(4) (6)

j=it1

and the effective buffer size depends on the frame interval and is equal to the sum of the
future AN channel rates. We can guarantee that if the encoder buffer fullness B¢(7) is always
smaller than B.sf(7), then the decoder buffer will not underflow. In the special case of a

CBR channel, the channel rate is constant, i.e. C(i) = C, Vi. The the effective buffer size is
Begs(i) = AN - C (7)

which is also constant. Note that the buffer sizes at encoder and decoder should be the same
in this case.

Although the physical size of the buffer can be very large, the actual buffer size that the
encoder can use is constrained by the end-to-end delay, thus the effective buffer size can be
potentially smaller than the physical buffer size. This concept is also useful in situations
where the encoder has no control over the (variable) channel rates but seeks to avoid decoder

underflow [17].



2.3 Physical Buffer Constraints

Let B¢  and B¢

- ¢ ., respectively, be the physical encoder and decoder buffer sizes, and

assume that the end-to-end delay AN is a design parameter. In this section we study how
the sizes of physical buffers at encoder and decoder affect other elements of the encoding

system.

2.3.1 Constraints on the encoder buffer state

If the physical buffer size is smaller than B.ss(¢), then the constraints on the encoder buffer

fullness become
0 < B(i) < B, (8)
and, similarly, from (5), the conditions to prevent decoder underflow/overflow are

0 < YN C) - B(i) < B (9)

max

or TN C() - B, < B() < Y () "

max

These two constraints can be combined in a single one:

i+AN i+AN
max( Z C(y Bfial,, 0) < B“(1) < min( Z C(7), Broas)- (11)
J=i+1 j=i+1

From (11), if either the physical encoder or decoder buffer sizes are smaller than the effective
buffer size, then the applicable buffer occupancy is not only upper bounded by the physical

buffer size, but also lower bounded by a minimum buffer occupancy which may not be zero.

2.3.2 Constraints on the allowable channel rate

An intuitive interpretation of (11) is to say that the channel rates have to be sufficiently low
so that information does not arrive too fast to the (small) decoder buffer; this explains the

lower bound on buffer occupancy at the encoder. From (9) we have

+AN
)< Y C(j) < BY,, + B(i) (12)

j=i+1
which states that limited buffer sizes at encoder and decoder can actually impose a constraint
on the range of channel rates that can be used. Thus, even if network policing imposes no

restrictions on the admissible channel rates, arbitrary rates may not be possible for a given

choice of buffer sizes at encoder and decoder.



2.3.3 Physical buffer size selection for given policing function

Obviously, a good choice of buffer sizes at encoder/decoder for given policing function pa-
rameters would be one such that the buffers are sufficiently large that they do not introduce
any additional constraints on the channel rates. The physical buffer sizes constraint both the
channel rates as in (12), and the encoder buffer fullness as in (11). Assume the end-to-end

delay and policing function parameters are given and define

i+AN
Crnaz = max »_ C(j) Vi (13)

j=itl
as the maximum aggregate channel rate that can be allowed by the given channel policing
function over a AN-frame interval. For example, in the leaky bucket case with bucket size
LB,,,, and drain rate C, the highest aggregate channel rate over any AN-frame period is
LB, + AN - C. If the physical encoder and decoder buffer sizes are larger than C,,,., i.e.

BS > Chus, BL  >Chus (14)

maxr maxr

then the condition E;ifﬁ C(j) < B

maxr

+ B°(i) in (12) will always hold, and the following

relations will always be true:

+AN i+AN
Y. CU) < B > CU) < B, (15)
7=1+1 7=i+1

and therefore the encoder buffer is only constrained by the effective buffer size, and there

are no additional constraints due to the encoder/decoder buffer sizes.

3 Optimal Encoder and Channel Bit-Allocation

Based on the above constraints we now introduce a technique that can find the optimal
operating points. Our technique is complex and may not be suitable for real time imple-
mentation but can be used for benchmarking or off-line encoding. Approximations to these
techniques are possible [16] but are not considered here. In this section we concentrate on

the case where the physical buffer constraints can be ignored.

3.1 CBR case

Given a discrete set of quantizers, and a buffer constraint for transmission through a CBR
channel the optimal encoder bit-allocation can be found using dynamic programming tech-

niques [16]. In this formulation, assuming a sufficiently long encoding delay, a trellis can



be formed where each branch represents a choice of quantization for the frame and has as-
sociated a distortion, refer to Fig. 3. The total distortion of a given path can be found by
adding up the distortion of each of the branches comprising the path. The trellis path with
minimum total distortion can be found using the Viterbi algorithm (VA) [18], a form of
deterministic dynamic programming. The trellis state represents the buffer occupancy and
thus each path in the trellis represents a possible solution. The basic idea is to simplify the
search by eliminating the suboptimal paths, namely, those paths that overflow the buffer
or those paths that reach a given node of the trellis with a cost higher than that of the
minimum cost path at that node (see Fig. 3).

Note that when growing these trellises the number of states (possible buffer fullness
levels) can become quite large and the set of paths can be relatively sparse compared to
the number of states (thus, logically, few paths would be pruned since the paths would be
unlikely to meet). In [16] it was shown that in general the granularity of the buffer states
can be made coarser without affecting the result of the optimization. Thus we can consider
buffer states spaced in, say, 100 or 1000 bit intervals, rather than spaced by just one bit. In
this scenario paths are made to converge to the nearest buffer state. Both the error in rate
and the incurred sub-optimality are minimal. The same approach will be used in the next

section to quantize the channel rate levels.

3.2 VBR case

The dynamic programming method above can be extended to find the optimal encoder and
channel bit-allocation jointly in the VBR channel environment. Our goal is to choose the
number of bits to use for each frame in the sequence and the number of bits that the channel
should transmit for each time slot (i.e. each frame interval), such that (i) the total video
distortion is minimized and (ii) any applicable policing constraints are met.

Suppose we are given M possible quantizers for each frame, and P possible channel rates
for each frame interval. Define x = {z(1),2(2),...2(N)} as the sequence of quantizer choices,
where z(i) € {1,..., M} is the quantizer index for frame ¢. The number of bits generated is
Ra(;)(7) and the associated distortion is Dy(;)(z). Also definey = {y(1),y(2),...,y(IN + AN)}
as the sequence of channel rate choices, where y(¢) € {1,..., P} is the index of channel rate,
and the associated channel rate is Cy;)(2). Therefore, {Rz(l)(l), Ry2)(2), ..., Rz(N)(N)} and
{Dz(l)(l), Dy2)(2), ..., Dw(N)(N)} are, respectively, the rate and distortion for each frame for
a given choice of x, {Cy(l)(l), Cy2)(2), ..., Cyvian)(N + AN)} represents the channel rates

for each frame interval for given y.



Because there is an end-to-end delay AN between encoder and decoder, the decoder is
actually decoding the (: — AN)th frame at time i. We will have to select at any instant
Cy(iy(i) and Rgi—an)(t — AN) to prevent decoder buffer underflow, i.e.

B%(i) = B*(i — 1) + Cyp)(i) = Rugi—any(i — AN) 2 0 (16)

In addition to the delay constraint, Cy;(z) is also constrained by a policing function.
Policing is implemented by keeping track of the bit rate transmitted through the channel
by means of a monitor function and then imposing constraints on the allowable state of
the monitor function. Define L(7) as the state of the monitor function. For most cases of
interest the change in the state of the monitor function will only depend on the previous

state L(7 — 1) and the choice of channel rate Cy;(2), i.e.

L(i) = F (Cyo)(i), L(i — 1)) (17)

The policing function decides whether to admit the data with bit rate Cy(z) into the

network according to a criteria:
if L(z) =F (C’y(i)(i), L(i — 1)) € £, admit Cy;)(2) otherwise, reject Cyei(2) (18)

where L represents the admissible region of the policing function L(7). Refer to Fig. 4 for an
example of such a system. We first introduce the general formulation and then show several
examples of policing functions that can be seen to fit within this framework.

In the general case, (16) and (18) jointly constrain the admissible buffer state transitions
from B%(i—1) to B%(:), and the monitor function transition from L(:—1) to L(z). Therefore,

the joint encoder and channel rate allocation can be formulated as:

Formulation 1 Find mappings x : (1,..N) — (1,...M) and y : (1,.....N + AN) —
(1,..., P) that solve:

N
minz Dyiy(2) (19)
=1
subject to the constraints:
Bi(i) >0 (20)
Li)e L, Vi=1,..,N+AN. (21)

Therefore the channel rates Cy;)(z) and the encoder bit rate Ryi_an)(i — AN) should
be allocated jointly to avoid decoder buffer underflow and meet (20) and (21).

10



We use the Viterbi algorithm (VA) [19, 18] to find out the admissible solutions x and
y, which have the minimum overall distortion. A trellis with N + AN stages is formed
where each state in stage ¢ represents a decoder buffer fullness and a monitor function value.
Therefore each node in the trellis is defined by its state pair (B%(:), L(i)). Each branch links
two nodes and represents a transition in decoder buffer and monitor function states from
stage 7 to stage ¢ + 1. Thus each branch corresponds to a choice of channel rate Cy;)(7) at
time ¢ and a choice of quantization rate R,;_an)(¢ — AN )for the (: — AN)th video frame.
The new state, (Bd(i—l— 1), L(i+1)) can be obtained using (16) and (17). The transitions that
violate the constraints given by (20) and (21) can be avoided by discarding the corresponding
branches. Each branch also has associated the distortion corresponding to coding a video
frame with the chosen quantization bit rate. Thus a path, which consists of one branch
for every stage, represents one possible solution of encoder and channel allocation, and the
trellis grown in this manner represents all the possible admissible solutions.

The VA reduces the optimal path search complexity by keeping only one trellis path for
each node of the trellis, namely the one with minimal distortion up to that node. We need

to prove that paths can be pruned without eliminating the optimal solution.

Lemma 1 For all the possible quantizer choices x(1),2(2),...,z(i — AN) and channel rate
choices y(1),y(2),...,y(¢) which have the same buffer fullness B(i) and monitor function
value L(i) at time 1, only the one with the smallest aggregate distortion Z;;?N D;(7) can be

a candidate for the optimal overall solution. The other paths with higher distortion are sure

to be sub-optimal.

Proof: From (16), we have that B%(i+1) only depends on B%(i), Cy(i+1)(i+1) and Re(iy1—an(1+
1 — AN) no matter how z(1),z(2),...,z(: — AN) and y(1),y(2),...,y(¢) are chosen. From
(17), we have that L(i41) only depends on L(z) and Cy(i41)(2+1), no matter how y(1), y(2), ..., y(7)
are chosen. Therefore, B%(i) and L(i) completely summarize the state of the system and
two different choices of z(1),...,2(: — AN) and y(1),...,y(z) are completely equivalent as
far as the rest of the sequence is concerned if they result in the same B%(:) and L(:). Thus a
path can be discarded in favour of another path with same parameters and lower distortion
without loss of optimality. O

Note that it is also possible to perform pruning if there exists a dominant path. For
example, if two paths A and B have the same distortion, but B has used more bits so far,
it is possible to prune it out since A has achieved the same distortion with fewer bits.

Before giving the details of the algorithm, we provide examples of policing mechanisms

which would fit into the class considered here. Note that these mechanisms are representative
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of the most popular approaches considered in the literature.

Example 1: Leaky Bucket In the VBR channel with leaky bucket constraints the polic-
ing function keeps an imaginary buffer with input rate Cy(;)(¢) and constant output rate
C. A channel rate Cy(iy(¢) which causes the imaginary buffer to overflow is thus inadmis-
sible. In this case the state variable L(z) is the leaky bucket state at time i, LB(i) =
max(LB(i — 1) + Cyiy(2) — C,0), and thus £ = {LB(i) | LB(i) < LBpas}, where LB, 4,
is the maximum size of the imaginary buffer.

Example 2: Double leaky bucket The double leaky bucket policing mechanism [20, 6]
simultaneously uses two leaky buckets with different set of parameters (drain rate and
bucket size). In this case the monitor function state is uniquely defined by DLB(i) =
(LB1(t), LBy(1)) a state variable with two components, which are the states of the two leaky
buckets. The rate is admissible if neither of the two leaky bucket constraints is violated,
ie. L ={(LB1(2),LBs(i)) | LB1(i) < LBlyar , LBy(1) < LB2,,,,}, where LB1,,,,; and
LB2,,,, are the respective maximum sizes of the imaginary buffers.

Example 3: Jumping window A jumping window constraint is such that the rate over
intervals of W time units cannot exceed a given maximum value, R,,,,. In this case the
state variable to be used is JW (i) which can be defined as JW (i) = Cy;(2) if i = k- W for
some integer k. Therefore , L = {JW (i) | JW (1) < Rpaz}-

Example 4: Sliding window In this case a similar state variable formulation can be
used but it results in a more complicated state than in the other examples. Here, as-
suming a sliding window of size W, we would need to define the state variable SW (i) =
(Coy (), Cyimny (i = 1), ., Cyimwgn) (i = W + 1)) Therefore, £ = {SW (i) | S1L5" Cyimpy (i—
£) < R},

3.3 Optimization by Viterbi Algorithm

With Lemma 1 and the constraints (20) and (21), sub-optimal and inadmissible solutions

can be pruned out in every intermediate stage. The algorithm can be described as follows:
Algorithm 1 Joint encoder and channel bit-allocation by Viterbt algorithm:

Step 0: Initialize the decoder buffer fullness B*(0) and monitor function L(0). Each node in
the trellis at stage 1 is defined by a pair (B(i), L(1)). Start the loop with 1 = 1.

Step 1: At stage 1, add all possible branches to the end of every surviving path node (B%(i —
1),L(i — 1)) at stage 1 — 1. The new state is (B%(3), L(1)), obtained as:

Bd(i) — BYi—1)+ Cyiy(1), when 1 < AN,
Bd(i -1+ Cy(i)(i) - Rz(i_AN)('i — AN), wheni>AN

12



L(i) = F(Cyn(i).Li—1)) € L
Ve(i)e {1,... M}, Vy(i)e{l,.., P}

where Cyiy(2) and Ry—any(t — AN) are such that constraints (20) and (21) are not
violated. Refer to Fig. 5.

Step 2: For all the branches arriving at node (B%(1), L(i)), keep only the one with smallest
aggregate distortion Zj;f‘N D;(j) and prune out the others. The smallest aggregate

distortion path is the surviving path for that state.
Step 3: Increment © and go to Step I untili = N + AN.

Step 4: At stage N + AN, find out the state transitions with smallest aggregate distortion
Zj-vzl D;i(j). The corresponding choices x and y are the best quantizers and chan-
nel rates choices for each frame. The associated Ry;)(1) and Cy;y(i) are the optimal

encoder and channel bit-allocation for the given video sequence.

4 Experimental Results and Comparison

For our experiments, we first use an H.261[21, 22] encoder operating in “intra-frame only”
mode®. Additional results for an MPEG interframe coder are presented in Section 4.3.
To better control the encoder bit rate allocation, we apply the rate-control taking groups
of blocks (GOBs) as the basic unit, so that each GOB can quantized using a different
quantization step.

The H.261 public domain software implementation of [23] was used in our experiments.
Our basic results would not be affected if we chose a different set of quantizers or a different

6 one of the standard video

channel rate. In our experiments we use the “football” sequence
sequences used in MPEG standardization. The time scale corresponds to the unit of time
needed to display a GOB. The target average bit rate for each GOB is C'=>5,200 bits/GOB,
i.e. 52,000 bits/frame. We choose this value of C' as being roughly the average rate per

GOB achievable with the selected set of quantizers above and the chosen video sequence. C'

is therefore the channel rate per GOB for the CBR case and will also be used as the drain

5This choice simplifies the computation of the distortion for each operating point because the video quality
for a video frame is independent of the choice of the quantization step size of other frames.

60Qur luminance-only input sequence is in CIF format with 352x240 pixels, grouped into 10 GOBs and
there are four possible choices of quantization step sizes, 8, 10, 12 and 31 (in H.261 the quantization step
size can range from 1 to 31) for each GOB.
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rate of the LB in the VBR case. We use Peak Signal-to-Noise Ratio (PSNR) to measure the
quality of the decoded frames”.

We use the algorithm described in the previous section to find out the best encoder and
channel bit-allocation to achieve maximum PSNR in the VBR channel environment with
the leaky bucket and double leaky bucket policing function ®. We compare the best PSNR
that the encoder can achieve with different policing function parameters and end-to-end
delay constraints. We concentrate here on the comparison of CBR and VBR, while the
comparison between different policing mechanisms is left for future work. We also select
simple sets of parameters for channel rate, leaky bucket rates, etc. since our goal is to be
able to qualitatively compare CBR and VBR, rather than provide definite figures for the
gains of the former over the latter. These gains will depend on the application, rates, encoder

and specific video sequences.

4.1 CBR and VBR Channel Comparison

In the VBR channel with leaky bucket policing function, different leaky bucket sizes from
5 x C to 30 x C are used, and we set the bucket drain rate to C, since this provides the most
straightforward comparison to the CBR case. We use the algorithm presented in Section 3 to
find the best joint encoder and channel rate selection with different leaky bucket parameter
and different delay constraints.

Figs. 6 and 7 represent, respectively, the encoder buffer fullness during each GOB interval
in the CBR channel and the encoder buffer and leaky bucket fullness during each GOB
interval in the VBR channel with leaky bucket policing function. Note that the VBR case
requires a slightly larger physical buffer at the encoder but provides a higher quality as seen
in Fig. 8. Comparing Fig. 6 with Fig. 7 (top) it can be seen that the VBR buffer occupancy
exceeds the physical buffer size of the CBR case (52,000 bits) by less than 10,000 bits. Note
however that this additional buffer size does not result in additional end-to-end delay.

Fig. 8 represents the best average PSNR that the encoder can achieve with given average
bit rate, end-to-end delay, and LB constraints. The optimal encoder bit-allocation for the
CBR channel environment is the extreme case of VBR where LB,,,, 1s zero and can be
obtained using the dynamic programming approach of [16]. By looking at the contour lines

of the optimal PSNR from Fig. 8, which are shown in Fig. 9, it can be seen that the PSNR

“Given the mean squared error, MSE, in a given frame, we have that PSN R = 10log,,(2552/M SE).

8We provide results only for LB-based policing mechanisms. Experiments for sliding window policing are
possible but the optimization procedure becomes quite complex in this case. Jumping window experiments
have been performed but are not included here due to lack of space and to the inherent limitations of this
mechanism in terms of its tolerance of variability.
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level depends mostly on the sum of buffer size and LB size. Thus the upper bound on
achievable video quality is the same for a given value of the sums of C' - AN (equivalent
to the effective buffer size in the CBR channel case) and the LB size. This also applies to
the extreme CBR channel case, where the LB size is zero. This observation will be further
explored in Section 5 where we will motivate that VBR with LB constraints is similar to
CBR with a larger buffer size.

The comparison between CBR and VBR under two sets of LB constraints is summarized
by Figs. 10 and 11. Note that our average rates and end-to-end delays are ezactly the same
for CBR and VBR. Thus these two figures demonstrate the advantages of VBR transmission
for the same overall rate. Fig. 10 shows the rate and distortion per GOB. It can be seen
that the increased PSNR in the VBR case is achieved by locally increasing the source rate
over what would be possible in the CBR case. Fig. 11 shows the channel rates per GOB or
frame and also indicates that, given the possibility of selecting a variable channel rate, as
in the VBR case, it is advantageous to do so”. Also, it can be observed that the larger the

bucket sizes the more variable the channel rates will be.

4.2 Double Leaky Bucket Function in VBR Channel

In the simulation for the VBR channel with double leaky buckets (DLB) policing function
[20], the drain rate and bucket size are 5,200 bits/GOB and 52,000 bits for the larger bucket,
and are 5,600 bits/GOB and 11,200 bits for the smaller bucket. Fig. 12 shows the average
PSNR of this DLB case compared to the single LB cases where each leaky bucket parameter
is applied individually. From the above figure we can observe that the encoder is mainly
constrained by the larger bucket in the DLB case if the end-to-end delay is large enough.
Fig. 13 shows the encoder buffer and LB fullness of the large bucket for each GOB
interval. Compare the bucket fullness to that of the single leaky bucket shown in Fig. 7,
where the single leaky bucket is the same as the larger of the double leaky buckets. With 2
LB, the bucket fullness rises more slowly. This is because we have introduced an additional
constraint of the smaller leaky bucket, thus imposing more restrictions on the short term

rate, and producing less bursty channel rates.

4.3 MPEG Video Experiments

Video coding algorithms which exploit the temporal correlation between consecutive frames

through motion compensation, such as those used in the MPEG standards[24, 25], result in

9Note that to simplify the optimization we only consider a discrete set of possible channel rates. Our
results would be similar with increased granularity in the choice of channel rates.
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greatly improved rate-distortion efficiency as compared to intraframe-only methods as those
considered in the preceding sections. However these interframe methods introduce a predic-
tion loop and therefore also a dependency in the rate-distortion characteristics. For each
quantization choice in a predictor frame a different R-D curve can be found for the predicted
frame. For example, the predicted frame will require more bits for the same quantizer if
the predictor frame was coded with a coarse quantizer rather than a fine quantizer. This
dependency complicates optimization procedures as it multiplies the number of allowable
operating points and requires specific procedures for optimal design [26].

To provide results for MPEG video we propose an approximation to the optimal solution.
Due to the dependency a different R-D curve is generated for a given frame for each possible
quantizer selection on the predictor. We alternately fix the predictors and compute the
R-D data, then find the optimal solution as if the R-D points were independent using the
algorithm of Section 3. Then we use the result of this optimization step to encode the
predictor frames and re-start the iteration.

We use the public domain software encoder of [27]. Our results are summarized in
Figs. 14, 15 and 16. Our goal is again to compare CBR and VBR under LB constraints.
Fig. 14 shows how the use of motion estimation results in a large number of bits being used
for intra coded frames. Fig. 15 demonstrates as in previous sections the advantage of VBR
transmission. When comparing the total number of bits used for each group of pictures
(GOP) ' it can be seen that VBR helps by allowing bits to be saved and used in later
GOPs. Note that for many GOPs the difference in PSNR is very small. For those GOPs
where VBR and CBR the differences close to about 1dB.

While it may be expected that VBR would produce more gains compared to CBR for
video compressed using inter-frame techniques such as motion compensation, Fig. 15 indi-
cates that this is not the case. Quality performance improvements are also small in this case.
In fact, in the following section, we show that performance improvements are bounded by the
quality of CBR video using a physical buffer as large as the virtual buffer in the VBR case,
regardless of the compression techniques used. This is also demonstrated in Fig. 16 which
experimentally shows that VBR is equivalent to having a larger buffer without incurring
in the additional end-to-end delay. Note that the difference in average PSNR is relatively
small, however the difference in specific GOPs or scenes can be significant. Effectively, VBR

borrows bits from “easy” video segments to increase the quality of “difficult” video segments.

10The set of frames including an intra-coded frame and all the predicted frames until the next intra frame.
We use GOPs of size 6 and use 2 B-frames per P-frame, i.e. one GOP has the form IBBPBB.
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5 Leaky bucket channel revisited

As seen in Fig. 9, the best video quality that the encoder can achieve depends primarily on
the sum of C'- AN and the leaky bucket size LB,,,., and the performance is nearly the same
as that in a CBR channel where the buffer size is C - AN + LB,,... In fact, it is possible to
prove that the leaky bucket constraint collapses into the encoder buffer constraint, except
for an additional constraint which comes into play when the physical buffer sizes are small.
In particular, the video quality with a leaky bucket channel constraint and physical buffer

B¢ .. can be no better than the quality with a constant rate channel constraint and physical

buffer B¥ = B® 4+ LB,,...

max maxr

5.1 Simplifying constraints

To prove the analogy between the leaky bucket VBR channel and a CBR channel, we show
how the constraints on the channel rate determined by the leaky bucket parameters can
be combined with each of the constraints determined by the physical encoder and decoder
buffers. A variant of some of this derivation can be found in [5].

Clearly, the fullness of the physical encoder buffer cannot exceed the size of the physical
buffer. Since we are also interested in maximizing quality, we avoid underflowing the buffer.

Therefore, from (3) the physical encoder buffer constraint is
0< B(i) =3 R(j) = >_C() < Bl (22)
7=0 7=0

Similarly, we avoid underflowing the leaky bucket to maximize video quality. The leaky

bucket provides a constraint on the channel rate,
0<> C(j) —iC < LBugs. (23)
=0

Adding equations (22) and (23) we have that

max*

0 <> R(j) —iC < LBa + B (24)
7=0

Note that this is exactly equivalent to the constraint on the encoded bit rates R(z) that
would result if we had a physical buffer of size B, = LB, + BE,,, with drain rate C,
since the quantity between the inequalities of equation (24) is the fullness of a virtual buffer
with constant drain rate C'. A similar result was also shown in equation (35) of [5]. We

define BY  as the virtual buffer size.
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Now, we examine the decoder buffer when ¢ > AN, after the start-up time. From (4)

+AN 7
0> O =Y RG) < Bl (25)
7=0 7=0

Multiplying equation (25) by minus one and adding the result to equation (23) with time
index 1 + AN, we have

— B +C-AN <Y R(j) —iC < LBpas +C - AN. (26)

Again, the quantity between the inequalities in equation (26) is the fullness of a virtual
buffer with constant drain rate C'. Now, combining the constraint on the virtual buffer

fullness for the encoder in equation (24) and for the decoder in equation (26), we have
max{0,C - AN — B} <3 R(j) —iC < LByp + min{C - AN, B, ..} (27)
J=0

If the physical buffer sizes are chosen such that BS > C - AN and B¢ > C - AN, this

mar — max

constraint reduces to the well-known constraint with a constant-rate channel,

max*

0< > R(j)—iC < BE
7=0

However, as pointed out in [5], there is also a constraint on the sum of any AN adjacent

encoded frames, which can be obtained by adding (22) and (25),

+AN-1
0 S E R(]) S Bgzaz —I_ B';”Aaw' (28)
7=t

because AN frames must be stored at either the encoder or decoder at any given time after
the start-up period. This constraint does not come into play when the physical buffers are
sufficiently large (see the discussion in Section 2.3.3). However, if the leaky bucket is large,

or the physical buffer is small then the constraint in (28) can reduce the video quality below
B

max"®

that generated by an equivalent virtual buffer size B

To summarize, the leaky bucket constraints can be combined not only with the physical
encoder buffer constraint [5], but also with the physical decoder buffer constraint. Therefore,
the problem of encoder rate control in a leaky-bucket channel reduces to the well-known
encoder rate control problem in a CBR channel, with the exception of the constraint imposed

by equation (28).
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5.2 Quality optimization

Because the constraints condense, it is no longer necessary to jointly optimize the selection
of both the source and channel rates. An optimal selection of the source rate can be found
using a two-dimensional trellis similar to that in section 3.3. However, we do not include
it here for space considerations. On the other hand, a simple suboptimal approach would
be to use the optimization method in [10] while simultaneously verifying the constraint in
equation (28). That is, we can optimize the quantizer selection for a CBR channel and
physical buffer the size of the virtual buffer BZ  using the one-dimensional trellis in [16],
but only paths which satisfy the constraint in equation (28) would be added to the trellis
for a given quantizer step size. This requires the previous AN — 1 quantizer step sizes to be
stored, in addition to the current one.

Once the source rate is optimized, there are a wide range of available channel rates that
can transport the compressed video. One promising method for selecting channel rates is to
smooth the traffic using the available decoder buffering and the tolerable end-to-end delay
[10, 28, 29, 30, 31]. Salehi et. al. [30] have shown that this so-called “workahead smoothing”

can improve network performance by an order of magnitude.

6 Conclusions

In this paper we have studied real time video transmission over networks where VBR trans-
mission is possible under constraints on the channel rates that the encoder can select. ATM
networks are an example of this type of scenario. We have shown how two sets of constraints
come into play for such a system when it comes to selecting the source and channel rates,
namely (i) constraints due to the constant end-to-end delay needed to maintain real time
video playback, and (ii) constraints due to network policing of the channel rate usage. We
have considered end-to-end delay, policing constraints and physical buffer sizes at encoder
and decoder as our major design parameters and have shown how they each can affect the
resulting video quality.

We have formulated an optimization problem where the goal is to select the source and
channel rates to maximize the video quality without violating the above constraints. We
have introduced an algorithm based on dynamic programming which solves this optimiza-
tion problem for most practical policing functions, including the leaky bucket and jumping
window. We have used our algorithm to demonstrate experimentally the advantages of VBR

transmission. We have shown how increased PSNR is possible in the VBR case with the same
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average channel rate and end-to-end delay. For the special case of VBR with LB constraint
we have shown that the constraints are equivalent to those of a CBR scenario with a larger
buffer, as long as the actual physical buffers are sufficiently large.

Acknowledgement: The authors would like to acknowledge the reviewers for their useful

and constructive comments.
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Figure 10: Encoded bits and PSNR for each GOB and frame when source rate and channel
rate are jointly selected in the VBR channel with leaky bucket constraints.
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Transmitted bits for each GOB interval
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Figure 11: Transmitted bits for each GOB and frame interval when source rate and channel
rate are jointly selected in the VBR channel with leaky bucket constraints.
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Figure 12: Best average PSNR of the video sequence for the double leaky bucket case and
the other single leaky bucket cases.
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Encoder Buffer Fullness
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Figure 13: Encoder buffer and bucket fullness of larger bucket in DLB case.
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Figure 14: Encoder buffer and leaky bucket fullness using MPEG encoder in the VBR
channel. Target average rate C' = 3,400 bits/GOB. Delay = 10 GOBs, Leaky Bucket Size =

10 - C' =34,000 bits/GOB.
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Figure 15: Encoded bits and PSNR for each frame and group of picture (GOP) using MPEG
encoder in the VBR channel. Target average rate C' = 3,400 bits/GOB. Delay = 10 GOBs,
Leaky Bucket Size = 10 - €' =34,000 bits/GOB
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Figure 16: Contour of the average PSNR using MPEG encoder in the VBR channel. Target
average rate C'=5,200 bits/GOB
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