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Abstract—User mobility management is one of the important Future wireless networks, however, will have to provide
components of mobile multimedia systems. In a cell-based net- sypport for multimedia services where the traffic characteris-
work, a mobile should be able to seamlessly obtaln_ trgnsmlsspn tics and the QoS needs of a connection may not be krawn
resources after handoff to a new base station. This is essential " he b . In thi h bil
for both service continuity and quality of service assurance. In Priort to the base station. In this case, the mobile user must
this paper, we present strategies for accommodating continuous explicitly specify the traffic characteristics and QoS needs as
service to mobile users through estimating resource requirements part of the connection request. Wireless ATM networks are an
of potential handoff connections. A diverse mix of heterogeneous example of such a network [10], [8], [2]. In either case, the

traffic with diverse resource requirements is considered. We . . .
investigate static and dynamic resource allocation schemes. Thebase station determines whether it can meet the requested QoS

dynamic scheme probabilistically estimates the potential number Needs and, if possible, establish a connection.
of connections that will be handed off from neighboring cells, When a user moves from one cell to another, the base
for each class of traffic. The performance of these strategies station in the new cell must take responsibility for all the

in terms of connection blocking probabilities for handoff and 0 /in 5]y established connections. A significant part of this
local new connection requests are evaluated. The performance

is also compared to a scheme previously proposed in [15]. The responsib_ility_ involves allocating sufficient_ resources in_ the
results indicate that using dynamic estimation and allocation, Cell to maintain the QoS needs of the established connection(s).

we can significantly reduce the dropping probability for handoff  If sufficient resources are not allocated, the QoS needs may

connections. not be met, which in turn may result in premature termination
Index Terms—bDynamic schemes, handoffs, resource allocation, of the connection. Since premature termination of established
wireless and mobile networks. connections is usually more objectionable than rejection of a
new connection request, it is widely believed that a wireless

|. INTRODUCTION network must give higher priority to the handoff connection re-

. . . ) ) . guests as compared to new connection requests. Many different
wwgless nthV\éork :IS typécally;]organtl)_zled into g_eograplrluc dmission control strategies have been discussed in literature
regions called cells [12]. The mobile users in a cell arg provide priorities to handoff requests without significantly

sgrved b_y a base statlon.. Before a mobile user can com Spardizing the new connection requests [1], [4], [7], [11],
nicate with other user(s) in the network, a connection m t4
€

. ) [15].
usually be established between the users. The establish r#he basic idea of these admission control strategies is to

and maintenance of a connection in a wireless network is the . . : .
- . : . a priori reserve resources in each cell to deal with handoff
responsibility of the base station. To establish a connection . !
. : e . L rgtquests. In conventional cellular networks, where the traffic
a mobile user must first specify its traffic characteristics an . )
and QoS needs of all connections are the same, the reservation

qua'_“)’ of servipg (Qos) n(_aeds. This specification may be .eithefrresources typically occurs in the form of “guard channels,”
implicit or explicit depending on the type of services prOV|de8 here a new connection request is established if and or,lly

by the network. For example, in a cellular phone network, th ; o
éhe total available channels or capacity is greater than a

traffic characteristics and the QoS needs of voice connectid . .
! ISt Q Vol ! edetermined threshold [4], [7], [11], [14], [15]. The strategies

are knowna priori to the base station, and therefore, they al ; ;
usually implicit in a connection request. ( iffer in how the number ofguard channels (i.e., the threshold)
is chosen by a base station.

One simple strategy is to reserve a fixed percentage of the
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approximately reserve the actual resources needed for handeffuests in the intervdk,¢ + T'). If the estimated maximum
requests and thereby accept more new connection requestditional resources needed to deal with handoffs plus the
as compared to a fixed scheme. Such dynamic strategies rasources needed to support the new connection requests is
proposed and evaluated in [11] and [15]. less than the resource available at titnghen the new request

In [11], Naghshineh and Schwartz develop a theoretical accepted.
model to compute the resource requirements for handoff re-The blocking probabilities for handoff and new connec-
guests so as to maintain a target handoff blocking probabilitjon requests in the proposed strategy are evaluated using a
This is the probability of not having adequate capacity tdiscrete-event simulator of a cellular network in a metropolitan
allocate to a handoff request. Their model assumes that aléa. The simulator also implements an extended version
connection requests are identical and the analysis is carr@dthe strategy proposed in [15] and two static schemes.
out for a simple three cell configuration under stationary traffithe strategy in [15] is extended to deal with connection
conditions. In [15], Yu and Leung also propose a technique tequests with different traffic characteristics. A comparison
compute the capacity to be reserved for handoff requestsafathe blocking probabilities show that the handoff blocking
as to either strictly or loosely maintain the handoff blockingrobability is among the smallest for the proposed scheme
probability within a specified target. They also simulate @ different network types and traffic scenarios. The traffic
more realistic multicell wireless network and compare thgcenarios simulated include the morning and evening rush-
performance of their strategy with that of a static strateghour situations. The simulation also shows that an extended
To estimate the future probability of blocking, they assumeersion of the strategy in [15] does not always perform better
Poisson arrival of new connection requests, Poisson arrivaltbfin a static scheme when connections with diverse traffic
handoff connection requests, exponential connection duratiogguirements are present.
and exponential channel holding time. Note that channelThe rest of the paper is organized as follows. Section I
holding time for a connection in a cell depends on theresents our assumed model of the wireless network and
unencumbered cell residence time (i.e., cell residence timgéviews details of related strategies from literature. Section IlI
the connection is of an infinite duration) and the remainingescribes the proposed strategy. Section IV presents results of
connection duration. In practice, unencumbered cell resider@e empirical evaluation of the proposed strategy. Section V
time may not be exponentially distributed [16], in whiclprovides the summary and conclusions.
case, the strategy proposed in [15] will not be theoretically
valid. Also, as in [11], Yu and Leung's model assumes
that all connection requests are identical, which is not valid Il. SYSTEM MODEL AND RELATED WORK
if multimedia services are to be supported by the wirelessA base station in a cellular network may receive new
network. connection requests from mobile users within its cell as well as

In contrast, in this paper, we consider a wireless netwohandoff requests from mobile users in the neighboring cells. As
supporting diverse traffic characteristics of voice, data, ap@rt of a connection request, a mobile user promises to adhere
video applications. Since the connections can now differ io certain traffic characteristics and in return seeks some QoS
the amount of resources (say bandwidth) required to meet thgirarantees from the network. The connections may differ in
QoS needs, the question is how should a base station dynaié traffic characteristics (constant bit rate, variable bit rate)
cally adapt the amount of resources reserved for dealing withd the desired QoS guarantees (e.g., delay bound, loss bound,
handoff requests. The strategy proposed in this paper is tAroughput). In this paper, we assume that the promised traffic
approximation of the ideal strategy described below. characteristics and the desired QoS guarantees can together be

Consider an ideal wireless network in which each base stapresented by a single number called the effective bandwidth
tion knows the exact arrival times and resource requirementfsSthe connection.
of all future handoff requests and the completion times and theTechniques for computing the effective bandwidth for dif-
cell residence times of connections presently in its cell. Nofgrent traffic characteristics and QoS requirements have been
suppose a new connection request comes into a base stafiisoussed elsewhere in literature [5], [6], [9], [3], and is not
at time ¢ and letZ" be the amount of time this connectionthe focus of this paper. For example, given a traffic envelope
will spend in the cell. Further suppose that the objective (&e., a bound on the number of bytes generated by the user in
to accept all handoff requests. Then, the base station masy given time interval) and a desired delay bound, Le Boudec
accept the new connection request if and only if the additiondiscusses an approach for computing the effective bandwidth
resources needed to accept all incoming handoff requestsainich completely characterizes the envelope and the delay
the interval(¢, ¢ 4+ T') plus the resources needed to support thequirement [3]. Similarly, given stochastic characteristics
new request is less than the amount of resources availablefathe traffic, the buffer size at a network element, and a
time ¢. This strategy is ideal because a base station can odhsired bound on probability of packet loss, many different
estimate the arrival times of handoff requests, the resouteghniques have been proposed to compute the equivalent
requirements of handoff requests, and the residence timeeffective bandwidth [5], [6], [9].
connections in the cell. Therefore, in the proposed approach, &iven the effective bandwidths of all the active connections
base station first estimat&g the expected cell residence timan a cell and the effective bandwidth of a new connection
of the new connection request and the expected maximuweguest, the QoS requirements of all connections can be
additional resources needed to accept all incoming handgffaranteed if the sum of the effective bandwidths including
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Admission Control by choosing the guard threshold values tof9 of the cell's
If incoming request belongs to class 7 capacity. Specifically, il is the capacity of celt, then the
If incoming request is a handoff then base station i selectsA, , = 0andA, - = f-I'; for each
If available bandwidth > Ay, ; + ¢, then traffic classr.
Accept
Else B. Static(k) Strategy
EndReject The key limitation of thefixed(f) strategy is that the

threshold values are not directly based on the effective band-
widths of the connection requests. Theatic(k) strategy,
on the other hand, is cognizant of the effective bandwidths of

Else /* it is a new connection request */
If available bandwidth > A, . + ¢, then

Accept the handoff requests.
Else . In this strategy, the base station is assumed to be aware
End Reject of the steady fraction of connection requests for each traffic
End classt. This fraction may be determined from historic traffic

information available to the base station. Lt denote the
Fig. 1. Admission control scheme for multimedia connections. fraction of connection requests for classThen, the expected
effective bandwidth for a handoff request 3%, p;¢;. In

the new request is less than or equal to the capacity of tigatic(k) strategy, each base station selefits = 0 and
cell. If this simple admission control criterion is used to acceptn, = k - £1L; pi¢; for each traffic class.

both new and handoff connection requests, then the blockingNote that, if all connection requests are identical, then this
probability for both types of requests will be the same. SinceStrategy is equivalent to selectiigguard channels.

is desirable to have smaller blocking probabilities for handoff

requests, however, the proposed strategy is based on GeYL97 Strategy

admission control scheme shown in Fig. 1. This strategy is based on the scheme presented in [15]. For

In Fig. 1 and in the rest of this paper, we assume thabmparison to the proposed strategy, this strategy has been
the connection requests in the network belong to onéof mqgified slightly to deal withM classes of traffic. We first

diverse classes. The classes correspond to different multime@@e an overview of the strategy proposed in [15] and then
applications like voice, data, and video which are expecteghciss our extension to deal with multiple traffic classes.

to run on future wireless networks. From the point of VIBW | this strategy, each base station dynamically adapts the
of the wireless network, each classis represented by its 5,,5rd threshold values based on current estimates of the rate
effective bandwidthy,. For admission control, we associat€y hich mobiles in the neighboring cells are likely to incur a
two guard thresholds\s, - and A, - with each traffic class panqoff into this cell. The objective of the adaptation algorithm
7. A cell accepts an incoming handoff request of clasé s o maintain a target block probability for handoff requests,

and only if the available bandwidth in that cell is greater thaflegpite temporal fluctuations in the connection request rate
Ay - plus the bandwidth of the connection. Otherwise, thgio the cell.

handoff request is rejected and the connection is prematurelyrhe getermination of the guard threshold values is based
terminated. Similarly, a request for a new connection in a c@ll, an analytic model which relates the guard threshold values
is accepted if and only if the available bandwidth in the cef}, the piocking probabilities for handoff and new connection

is greater thamA,, . plus the bandwidth of the connection.qqyests. This model requires the following key assumpfions.
Otherwise, the new connection request is rejected. Since

L . N 1) The arrival of new connection requests in a cell forms
premature termination of an ongoing connection is usually

. L . a Poisson process.
more undesirable than rejection of a new connection request . . .
. 2) The arrival of handoff requests in a cell forms a Poisson
A, ; 2 Ay - for each traffic class.

! process.
The challenge is how to select the values of the guard . o . _
. 3) The time spent by a connection in a cell is exponentially
thresholds such that most, if not all, handoff requests are distributed

accepted without significantly jeopardizing the probability of 4) The change in arrival rates is moderate in the sense

acceptance of a new request. In Section lll, we propose a that the network reaches steady state between any two
strategy for selecting the values of the guard thresholds. . .
changes in the arrival rate.

Other strategies have been discussed in the literature. Before . ; oo . ,
describing our strategy we briefly describe three different [N this strategy, each base station periodically queries neigh-
strategies from the literature. We refer to these strategies%{ing base stations and computes an estimate of the rate at
Fixed, Static, and YL97. A comparison of the performance yhich handoff connection requests are expected to arrive in

our strategy relative to these strategies is given in Section (¢ Néxt update period. This estimate is derived from known
stochastics of the connection duration times, cell residence

A. Fixed(f) Strategy times, and mobility patterns. The arrival of new connection

] ) ] requests is also estimated based on local measurements. Using
In this strategy, each base station sets asféle of its

capacity for dealing with handoff requests. This is achieved! These assumptions are not required for the strategy proposed in this paper.
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Extended YL97 Strategy results of this evaluation are shown in Section IV. The results
Let Np; = Tc/é1. basically show that impact on the performance is very small.
Fori=1to M do Therefore, for ease of understanding, in the description of the

Ng.i = f(N1.i Anis Anis i, Br, Bn); proposed strategy, we assume that the update is performed
Nriy1 = (N7,; — Ng.i)oi; upon arrival of each new connection request.
Endfor If accepted, letd be the expected duration of the new
Ap,=0forall1<7<M connection in celc. Note that the connection will leave cell
Ap, = Zl{\il Ng, -¢iforall 1 <7 < M. c either due to completion or due to a handoff out of the
End. cell. Therefore, the expected duration of the new connection

in the cell can be estimated based on known stochastics of
the unencumbered completion and cell residence times of
connections. A technique for estimating the value dofs

) ) ) ) discussed later in this section. For now, assume that the value
expressions from queueing analysis, the base station @dn; is known. Letm. be the number of class connections

then estimate the blocking probabilities for handoff and neyy caj ¢ which are expected to either complete or incur a
connection requests as a function of the number of guaidndoff out of the cell in the time intervét, ¢ +d]. Likewise,
channels. From this function, the base station computes ‘E?nr be the expected number of connections of clagsthe
minimum number of guard channels required to meet the targgfighhoring cells which will incur a handoff into cedlin the
blocking probabilities for handoff requests. time interval (¢, ¢ + d]. In practice, the values of.. andn.,

For comparison to the proposed strategy, we extend thig st pe estimated by the cell and can therefore be inaccurate.
strategy to deal with multiple traffic classes. To explain thisg, now, however, assume that their values are known exactly.
extension, we need the following notations. Consider a typicger describing the basic idea of the proposed strategy, we
cellc. Let), - and),, -, respectively, be the estimated arrivajjescripe a method for estimating the valuesiof and ..
rate of new and handoff connections of clasi cell ¢ for Define an outgoing-event (denoted by) to be either a
the next update period. Let, be the estimated departure,ompletion of a class connection or a handoff of a class
rate of classr connections in celc. Also let By, and B, connection from celt. Similarly, define an incoming-event
denote the target blocking probabilities for handoff and NeWenoted byl) to be a handoff of a classconnection into cell
connection requests and [Bt.., be the total capacity of the ¢ Note that, a request for a new connection of class not
cell. Furthermore, without loss of generality, assume that thgpsigered an incoming-event. This is because the threshold
effective bandwidths are such that> ¢> > --- > ¢én. Fig. 2 A for accepting a new connection request is set based on the
shows a pseudocode of the extended version of the YL%fpected bandwidth required to deal with the handoff requests;
scheme. In this pseudocode, the functitf) computes the (herefore, the computation a,, . depends only on handoffs
minimum number of guard channels required to achieve tha4 completions. Now consider the sequence of events which
target handoff blocking probability exactly as in [15]. occur in cellc in the interval(t, t + d]. From the definition of

m., andn., we know that there will bém. + n.) events in
lll. DYNAMIC ExpectedMax STRATEGY this interval. Lets = ajaz - - - a4, denote this sequence

Consider a typical celt. Let ¢ be the time of arrival of a Of events, where

new connection request in call At time ¢, the base station {

Fig. 2. Extended version of YL97 scheme to deal with multiple traffi
classes.

O, if lth event is completion or outgoing handoff

in cell c sends a query to the base stations in the neighboring; = I, if Ith event is an incoming handoff

cells requesting the information required to compute the guard
threshold values. Once the guard threshold values are Ak <« <
puted, the admission control scheme described in Fig. 1 is u%ee%otg the n
to determine whether or not to establish the new connecti
Presented below is a formal description of the scheme use &
compute the guard threshold values.

Ideally, the update of the guard threshold values in the i Xep1(s)—¢r, fap=0
proposed strategy must occur in a cell upon arrival of each new Xri(s) = { X-r7k71(3) +¢,, otherwise
connection request. Because of the associated communication ’ ’
and control overhead, however, it may not be possible in prager 1 < k < (m, +n.). Define Y, (s) = max{X, 1(s): 0 <
tice to update the threshold values so frequently. Therefore jjnc (m,+n.)}. Informally, Y;(s) is the maximum net change
practice, base stations may update the guard threshold valigeghe bandwidth allocated to classconnections ir(t, ¢ + dJ.
once everyK > 1 new connection requests, whefe is a DefineS(m.,n,) to be the set of all possible sequencesof
design parameter. Larger values &f means less overhead.events in(t,t+d], i.e., S(m,, n.) contains sequences of length
Since largerk” means that the updates will be performed less(,m..+n..) where each element in the sequence belongs to the

frequently, however, the performance of the proposed strategit {1, O} such that there are exacthy. I's in each sequence.
may worsen as compared to the ideal strategy. The effect\@ére formally

the value of K on the performance of the proposed strategy
is evaluated using a discrete-event simulator and the detailed S(m-,n.) = {a1 - G, 4n,): 1J: a5 = I} =n}.

(m; + n.). Furthermore, givers, let X, ;(s)

et change in the bandwidth allocated to ctass
nnections from time to the end ofkth event ins. More
Pmally, assumingX o(s) = 0
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ExpectedMax TABLE |
An~ =0 for all 7 VALUES OF Y- (s) FOR s € 5(2,3)
Apr =Y ¥jforall s €5(2,3) [ Y2 (s) | p,(5)
100 +3¢, | 0.1
Fig. 3. The proposeéExpectedMax strategy. 11010 +2¢, | 0.1
11001 +2¢, | 0.1
Since all sequences ifi(m.,n.) are equally likely to occur, iggﬁ ii‘ﬁf g'i
the probability of occurrence of any particular sequendg OIIIO +26, | 0.1
1 OII0I +¢, | 0.1
p-(s) = S| 11001 +2¢, | 0.1
’ 10011 +é, |01
and the expected value &f.(s) is 0OIIL +¢, |01
Vo= ) Y(s)pe(s)
s€S(m,,ny)

expected value o, (s) instead of the maximum value of

Intuitively, Y, is the expected maximum net bandwidth thak(s)- Note that, as a result, all incoming handoff requests are
will be needed to deal with class handoff connections in NOt guaranteed to be accepted. Sinces) is the maximum
the next update period. ThereforBM., V. is the expected net bandwidth required i is the actual sequence of events,

. = T . . . .
maximum net bandwidth to deal with all handoff connectiof€Serving the expected value b (s) will result in accepting
in the next update period. By settiny, , = M, Y, this most handoff requests. In this example, the base station will

amount of bandwidth is effectively reserved for dealing witRSSUme that the bandwidth required to deal with handoffs is

the incoming handoff requests in the intergalt + d]. This 3¢~ X 0.1 +2¢- x 0.5+ ¢~ x 0.4 = 1.7¢-. =

is the approach used BxpectedMax strategy (see Fig. 3).

This idea is further clarified by the following example. A. Modification toExpectedMax  Strategy for Fairness
Example 1: Suppose at time, m, = 2 andn, = 3. Then In the ExpectedMax strategy as described above, the
S(2,3) = {11100, 11010, [I001, [0110, 1010l handoff and new connection blocking probabilities will not be

the same for the different classes of traffic. More specifically,

OI110,01101, 11001, 10011, OOI11}. classes with higher effective bandwidth will have higher hand-
Then off and new connection blocking probabilities as compared to
those with smaller effective bandwidths. In some situations,

X70(I1010) =0 it may be desirable to have comparable blocking probabilities
X-1(IIOIO) = ¢, irrespective of their effective bandwidths. To achieve fairness
X, 5(IIOI0) =2¢, in blocking probabilities among all traffic classes, the guard
X, 5(11010) = ¢, threshold value for each classshould be chosen as follows:
X-,—A(IIOIO) = 2(7)-,— Ah,‘r = d)max - d)‘r

X, ;(IIOIO) = ¢, Mo
7 ( ) d) An,‘r :d)max - § Y,
and Y, (IIOIO) = 2¢.. Intuitively, it means that if i—1
Y. (IIOIO) is reserved for dealing with incoming handoff
Where ¢max = maxi<i<y @i
requests and the actual sequence of events happens to < == e .
. . e basic idea of this modification is to accept connection
11010, then all the incoming handoff requests can be accepted. . . . ; .
. i requests with smaller effective bandwidth if and only if
1010, however, is only one out of the ten possible sequengg ; . .
. . . e cell can accept a connection with the largest effective
of events and the bandwidth that will be required to accept Iandwidth As a result there will be an increase in the
handoff requests will differ depending on the actual sequen F : '

of events. Table | shows the valuesif(s) for all s € S(2, 3) ocking probabilities for some traffic classes (especially, the
’ : " ’ ones with small effective bandwidth needs) and a decrease
and the corresponding probability of occurrence of that

From this table, it follows that the probability of the CeIIin the blocking probabilities of other traffic classes. The end
needing-+3¢ aéjditional bandwidth to accept all incomingresult is that all classes will have comparable handoff blocking

handoff requests is 0.1. Similarly, the probability of the ceﬁ)mb"’IbIIItIes and comparable new connection blocking prob-

needing2¢, additional bandwidth is 0.5, and the probabilityab'“t'es' Since, however, the guard threshold values for new

of the cell needings. additional bandwidth is 0.4, If the CONNECtion requests includes the teXijf, Y., the blocking
base station in the cell assumes that. bandwidth will be probabilities for handoff requests will be larger than that for

needed, then all incoming handoff requests can be accep"?gav connection requests.

irrespective of the actual sequence. In most cases, however, it ] ]

will be overallocating for handoff, because the probability d¢- Computational Issues ifixpectedMax ~ Strategy

requiring 3¢, is only 0.1. Therefore, in th&xpectedMax 1) Estimation ofd: As described earlier, a connection
strategy, the base station assumes that it will only need tleaves a cell either because it completes or because it incurs
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a handoff out of the cell. Therefore, the expected time speht connection started in cell Then, in theExpectedMax
by a connection in a cell can be derived from the probabilistrategy, the base station in cellestimatesn.. as
distribution functions of the duration of class connection
a_lnd t_he unenc_umbered cell_resi_dence tir_ne_s_(i.e., regidence m, = Z (1 — HC(te, ve, t,d))
time in a cell if the connection is of an infinite duration).
Let F-(t) denote the probability distribution function of the _ . _
duration of classr connection. Also, letR,(¢) denote the I-€., m- is the expected number of connections to either
probability distribution function of the unencumbered cefomplete or incur a handoff in timg, ¢ + dJ.
residence time of a class connection. Let..(t) denote the The estimation of:, requires interaction v_vith ne_ighboring
probability density function corresponding o, (). cells. Let N. denote the set of cells neighboring. As
Then, the probability distribution of the time spent by gxplained earlier, the base station in aebends a message to
connection in a cell i — (1 — F,.(£))(1 — R.(t)). The value the base station |_n each cglke v, reque_stlng the mfprmatlon
of d can be estimated to be the expected value of the tifiecessary to estimate.. The base station then estimates
spent by a connection in a cell computed from this probability
distribution function. n, = Z i
Note that, for the special case when the connection duration ”
time is exponentially distributed and the unencumbered cell
residence time is exponentially distributed, i.e., wheren/ denotes the value returned from cglE N..;. The
P — —pt base station in the neighboring cgltomputes as follows. For
) =1-c each connectiong € G2, let g¢; .(c) denote the conditional
R (t)y=1—e" probability that the handoff will be to celt given that

the probability distribution function of the time spent by a connect|onc incurs a handoff. Then

classt connection in a cell isl — e~®+"*, Therefore, the nd =" H(ue, v, t,d)g;c(c).
value ofd can be estimated as0/(u + 7). ot
2) Estimation ofn. andn..: Consider a connection of ) o
class 7 which started at timeu, entered the cell at time The above expressions for estimating, and ». hold
v, and is active at time. Clearly, w < v < t. Then, the for any given probability distribution function for connection

probab|I|ty that such a connection will incur a handoff in théuration time and cell residence time. For the special case,

cCG -

JCN;

interval (¢, ¢ + d] can be shown to be when the connection duration time is exponentially distributed
and the cell residence time is also exponentially distributed,
Ho(u,0,t,d) = ¢ Plcell residence time = w — ] the above expressions become even simpler and are as shown
T Jeee Pleell residence time > ¢ — v below. These expressions are obtained by substitution and
P[conn. duration > w — u] J algebra in the above general expressions
' P—Eionn. duration > ¢ — u] v F‘r( y=1- Cf/n
t i
:/ 1”2”(;0) )'11_1;7((1:%)) o (t)_l_e
o — R (t—wv — I (t—u
w=t H, (u,v,t,d) = ——(1 — e~ (F1)d)
if w < v <t and zero otherwise. Likewise, the conditional Ytp
probability that a connection of class will neither incur a HC, (u,v,t,d) =e~0Fmd,

handoff in the interval¢, ¢ + d] nor complete in the interval

(t,t+d] given that it started at time, entered the cell at time 3) Efficient computation df -2 Recall that

v, and is active at time is Y. = Z Yo (s)pa(s).
mr(u,v,t,d) s€S(m,,n.)
_ Plconn. dur. > ¢ +d —u, cell res. time > ¢ +d — ]  If this expression is evaluated directly, the computational com-
Plconn. dur. > ¢ — u, cell res. time > ¢ — ] plexity is proportional to the cardinality of the s&tm.,,n.).
F(t+d—w)R (t+d—v) We know that the cardinality of(m-,n) is
ot —u)R-(t —v) 15( ) (m- 4+ n.)!
Me, Ny )| = ——————.
if v < v < t and zero otherwise. Finally, the conditional myn,!

probability that a connection of classwill either complete
or incur a handoff in the intervdk, ¢ + d] given that it started
at time u, entered the cell at time, and is active at time
is 1 — HC(u, v,t,d). expression.

Let GS be the set of all connections of classin cell ¢ Define Z.(s) = max{X,4: 1 < k < (m, +n.)}. Since
at time ¢. Also, for eachc € G%, let «. denote the time at X, o(s) = 0 for all s ’ -
which the connection started and denote that connection
¢ entered the cell under consideration. Note that= w. if Y. (s) = max{0, Z-(s)}.

The main problem with this approach is th&tm.,n.)| can
be large whenm.. and n. are large. We describe below a
scheme to reduce the computational complexity of the above
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TABLE I
RECURSIVE EQUATIONS USED IN THEOREM 1

1 ifm, =0,n, =1,b=1
i ifm, >0,n, =0,b=—1
fm, —1,n.,0) + f(m, —1,n,,-1) fm,>0,n,>0,b=-1
f(m:,0,6) =<¢ f(m, —1,n,,1) ifm, >0,n, >0,b=0
fme,n, —1L,0)+ f(mo,n, = 1,-1)+ f(m,; —1,n,,2) ifm;>0,n,>0,b=1
fmy,n, —1,b— 1)+ f(m,; — 1,n.,b+1) ifm; >0,n, >0,0>1
L O otherwise.
Define f(m.,,n.,b) to be the number of sequences ¢
S(m,,n.) for which Z.(s) = b¢,, That is
f(m‘ran‘rab) = |{3 s € S(m‘ran‘r)a Z‘r(s) = b¢‘r}|

From the definition ofZ.(s), the value ofb can range from
—1 to n, and
?‘r _ : InaX{()? b} ) (/)‘F ) f(m‘f'7 nr, b) ) 1
2 [Smesnr) @
Theorem 1: Given m., and n, such thatm. +n, > 1,
f(m-,n,,b) is the solution of the recursive equation shown
in Table II.
Proof: The proof of this theorem is given in the Appen-
dix. [ |
Let ¢pmin = min{¢p,: 1 < 7 < M}. Then, the maximum

value of n. in cell ¢ is [Ne| - (I'/¢min), Where|N.| is the Fig 4. The simulated wireless network.
number of neighboring cells of and I the bandwidth of
the wireless link. Similarly, the maximum value af, =

(I'/émin). Therefore, the values of(m., n-,b) can be com- o5510qy of the wireless network is as shown in Fig. 4. The

puted offline and stored in a table. The stored values can beor common aspects in all the three network types are as
used at runtime to compufg.. using (1). follows.

1) The arrival of new connection requests of class each

cell ¢ is a Poisson process with rale ;. The rateA- ;

In this section, we compare the performanceEapect- varies with time depending on the scenario.
edMax strategy with that of other schemes in literature. The 2) The duration of each class connection request is
comparison is done using @-based discrete-event wireless selected from an exponential distribution with rate.
network simulator. The inputs to the simulator are a model  The duration of a connection is selected when it is
of the wireless network and the characteristics/requirements first admitted into the network. Once determined, its
of the multimedia traffic in this network. The outputs of the value is fixed until the connection completes. The base
simulator include the blocking probabilities for handoff and stations, of course, do not use this information to make
new connection requests. any decisions because in practice exact duration of a

In this section, we compare the handoff and new connection  connection will not be known to the network.
blocking probabilities of four different strategies. The first 3) The residence time of a clagsconnection in a cell is

IV. EVALUATION OF ExpectedMac STRATEGY

strategy, labele@ixed(5%), is a static scheme in which each chosen when the connection starts and when it incurs
base station sets the threshadld - to be 5% of its capacity for a handoff. Consider a connection which enters a cell
all 7. The second strategy, label&latic 3 is also a static at time v (i.e., it either started in the cell at time
scheme in which each base station sets the threshqld v or it incurred a successful handoff into the cell at

to be three times the average bandwidth requirement of the time v). Let «’ be the selected completion time for the
connection requests. This strategy requires knowledge of the connection. First, a random numberns generated from
relative occurrences of different traffic classes in the network.  an exponential distribution with rate.. If v +w, > v/,
The third strategy is the extended version of YL97 scheme then the connection completes in the cell at timfe
(see description in Section IlI) with hard constraint. Finally, Otherwise, it incurs a handoff out of the cell at time
the fourth strategy is the proposéapectedMax strategy. v + w. Since, in practice, a base station will not know
The performance of the four strategies was compared for the exact time of completion or handoff of a connection,
three different type of networks. In all cases, the assumed this is assumed to be unknown to the base station.
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TABLE Il every 24 min, the call arrival rate in a cell is increased by a

SlLE?\;);RSNT@TGEF::JZT‘DEZFUERS(??S;IRESFE:T\IW;E\/C‘oiEL;S random factor chosen from an uniform distribution between

’ 1.0 and 1.4. Similarly, in the second half of the simulation,

Handoff Type Probability approximately once every 24 min, the call arrival rate in a

Suburb to suburb | 0.25 cell is decreased by a random factor chosen from an uniform
Sé?fyuiz :sbcl,ll?{) 8:833 distribution between 1.0 and 1.4. _

City to city 0.2 There is usually a difference in the new connection request

City to downtown | 0.5 arrival rate between a downtown cell and a suburb cell. To

Downtown to city | 0.166 account for this, the new connection request arrival rate in

downtown is assumed to be 40% higher on the average than in
the suburb. Likewise, new connection request arrival rate in the
4) When a connection enters a cell (i.e., it either starts oity is on the average 20% higher than in the suburb. Similarly,
it incurs a handoff into the cell), one of the neighboringn practice, there is also likely to be a difference between
cells is picked as a preferred cell for handoff. If théhe cell residence times of a connection for downtown, city,
connection incurs a handoff (see discussion above), thand suburb. For instance, cellular phone users in a downtown
handoff occurs to the preferred cell with 0.9 probabilitgre more likely to remain in downtown as compared to city
and with equal probability to one of the other neighbomer suburb. To account for this the mean unencumbered cell
ing cells. Since, in practice, a profile of a connection caresidence times of each connection in downtown and city are
be used to estimate the preferred handoff cell, the basspectively assumed to be 100 and 33% longer than that in
station is assumed to be aware of the preferred cell fire suburb.
each connection. Furthermore, since the cells differ considerably in the arrival
The selection of the preferred cell for handoff is done d8te of handoff and new connection requests, we assume
follows. As part of the input to the simulator, we specifyhat the total bandwidth available in the cells differ corre-
parametersy; ; for each pair of adjacent cellsand j. ¢; ; spondingly. Specifically, we assume that the total bandwidth
represents the fraction of connections incurring a handoff froayailable in downtown is twice that of the suburb and 25%
cell ; which enter cellj. When a connection enters celicell more than that of the city. Furthermore, in downtown, we

jis p|cked as a preferred cell for handoff with probabm% assume that the total bandwidth available is adequate to
simultaneously support at most twenty class 0 connections.

The difference in the cell capacity can be achieved in practice

A. Network 1 by allocating more channels to the downtown cell as compared

In this network type, we simulate the wireless network db the city and suburb. For example, 20 different frequencies
Fig. 4 with cell 0 in a downtown region, cells 1-6 in the citycan be assigned to the downtown cell, 16 frequencies to the
and cells 7-18 in the suburbs. We first consider the morniggy cells, and 10 frequencies to the suburb cells to achieve
rush hour scenario in which most users are moving toward ttfee above variation in cell capacity.
downtown area from the suburbs and the city by selecting theFig. 5(a) and (b), respectively, shows the blocking probabil-
parameters as shown in Table Ill. ities for handoff and new connection requests as a function of

There are three classes of traffic in this network. We refgrean new connection request arrival rate for the four different
to them as classes 0, 1, and 2. The parameters for classtrategies. Since this arrival rate increases in the first half and
connections are similar to that of a typical cellular phondecreases in the second half of the simulation, the mean arrival
conversation. In particular, the bandwidth requirement of rate is computed as the total number of connections which
class 2 connection is 64 Kbps and its mean duration asrive during the simulation divided by the duration of the
assumed to be 150 s. Class 0 and class 1 require much higdigulation.
bandwidths and they also last longer on the average. This igrirst observe that, as expected, the blocking probabilities for
because, in practice, users of higher bandwidth connectidrandoff and new connection request increase in all strategies
like video conferencing are typically connected for muchvith increase in the arrival rate of new connection request.
longer duration as compared to typical voice connectiomhe performance dfixed (5%) andStatic (3) schemes are
Specifically, the bandwidth requirements of classes 0 andbétter than that of YL97 strategy. Importantly, note that the
connections are, respectively, eight and four times that ofbdocking probabilities for handoff request is the smallest for
class 2 connection. Moreover, the mean duration of classeth® proposedExpectedMax strategy. The maximum load
and 1 connections are, respectively, 25 and five times thatfof which the target handoff blocking probability of 0.01 is
a class 2 connection. achieved, is largest for olExpectedMax strategy.

In each cell, the arrival rate of each class of connection Fig. 5(b) shows that the new connection blocking probabil-
increases in the first half of our simulation and decreasesiiies are lower for all schemes comparedBrpectedMax .
the second half. This corresponds to a typical increase in the mentioned earlier, there is an obvious tradeoff in blocking
call arrival rate from say 6:00-8:00 a.m. and then a decreasenobabilities for handoff versus new connections. The network
the call arrival rate from 8:00-10:00 a.m. The increases in tdesigner needs to make a decision regarding the amount
call arrival rate in the various cells do not occur at the santé penalty he is willing to accept in terms of higher new
rate. In the first half of the simulation, approximately onceonnection blocking probability. For instance, the designer can
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Fig. 5. Blocking probabilities in different strategies as a function of load ifig. 6. Blocking probabilities for the traffic classes under medium load in
Network 1 with morning rush hour traffic. (a) Handoff and (b) new connectiomNetwork 1 with morning rush hour traffic. (a) Handoff and (b) new connection.

decide on target probabilities of 0.005 and 0.10, respectiveblpcking probabilities for all the three classes in both cases.
for handoff and new connections. Our scheme targets sughte that, class 2 has typically very low blocking probability,
a situation and strives to closely estimate handoff resourstile class 0 has higher blocking probability. This is expected
requests to actual future requests. since class 2 has lower bandwidth requirements. This is also
Figs. 6 and 7 show the blocking probabilities for the threattractive to network service providers where voice (class 2)
individual classes, for two different system loads (medium arpically is the mainstream application compared to video
high). The medium load corresponds to a new connecti¢tlass 0).
arrival rate of 0.53 connections/s whereas the high loadl) Update FrequencyAs described earlier, ideally each
corresponds to an arrival rate of 0.672 connections/s. Thase station must get updated information about expected
ExpectedMax strategy consistently results in lower handofhandoffs from neighboring cells upon arrival of each new
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TABLE IV
Fixed (5%) STEADY-STATE HANDOFF PROBABILITIES BETWEEN CELLS
Stati IN EVENING RusH HOUR SITUATION, FOR NETWORK 1
c 016 + tatic (3) i
% | YL97 (Hard) Handoff Type Probability
e N ExpectedMa Suburb to suburb | 0.45
§ Suburb to city 0.05
2 g4 L | City to suburb 0.25
2 City to city 0.1
8 City to downtown | 0.05
= Downtown to city | 0.166
5
g 008+ 1. _ _ |
s (i.e., approximately the ideal update rate). A ratio of 100 means
.E’ . that, on the average, updated information is obtained from
{ . . .
8 neighboring nodes once every 100 new connection requests.
@ 0.04 - 1 Observe that, the blocking probabilities are fairly steady even
when the update rate is reduced to approximately 1/100
of the ideal update rate. This indicates that the proposed
ExpectedMax strategy can be implemented without much
0

" Class0 Class 1 Class 2 Aggeate overhead i_n terms of frequent up_dates between bas_e stations.
2) Evening Rush HourTo provide more perspective, we
®) also simulated the condition where users are moving away
Fig. 7. Blogking pr_obabilities for thg traffic classes under high Ioad_ ifrom downtown toward city and suburbs. Specifically, the
Network 1 with morning rush hour traffic. (a) Handoff and (b) new connection, - .
mobility parameters are as shown in Table V.

Here, we assume that, on the average, arrival rate of new
connection request. The overhead of such frequent updatesdenection requests in downtown is 2.5 times that in suburb,
clearly very high. Our objective is to minimize the frequencgnd in the city is 2.0 times that in the suburb. As before,
of update while achieving accurate estimates of handoff rire arrival rates in each cell for traffic type increases in the
source requests. Fig. 8 shows the variation in blocking profirst half of the simulation and decreases in the second half.
abilities as the update rate is decreased at one particular |oBide relative behavior of all strategies are very similar to that
namely 0.672 conn/s new connection arrival rate. #4asxis in  discussed for morning rush hour situation in Network 1 (see
Fig. 8 shows the ratio of the mean new connection inter-arriviaig. 9). In particular, the proposefixpectedMax strategy
rate and the mean inter-update rate. A ratio of one medmas the least handoff blocking probability. Correspondingly, it
that, on the average, updated information is obtained framas the highest new connection request blocking probability.
neighboring nodes for each incoming new connection requést stated earlier, since premature termination of established
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connection requests is probably more undesirable than rej
tion of new connection request, the propogeghectedMax
strategy seems to be better even in this situation.

B. Network 2

the connection requests are that of a typical cellular phone
conversation (i.e., class 2 connection of 1). This network was
used in the evaluation described in [15] and is included here
for comparison.

As in Network 1, the arrival rate of new connection requests
increases in the first half of the simulation and then decreases
in the second half. The method used to increase and decrease
the rate of arrival of connections is exactly as in Network
1. Also, as in Network 1, the average call arrival rate in a
downtown is 40% higher than that in suburb. The call arrival
rate in the city is on the average 20% higher than in the suburb.
Moreover, to account for the differences in the residence
times among cells, mean unencumbered cell residence time
in downtown (city) is assumed to be twice (1.33 times) that
in suburb.

Fig. 10 shows the variation in the blocking probabilities in
the different strategies when arrival rate of new connection
requests is increased. Unlike in Network 1, tB&tic (3)
and the Fixed (5%) strategies perform quite well in this
network. They have the smallest handoff blocking probability
as compared to the dynamic schemes. The main reason is
that the average bandwidth per connection is very small
(approximately 0.0064) and therefore reserving 5% results in
over-reserving resources for handoffs. Since $tatic (3)
reserves for at most three handoff connections, its blocking
probability is higher when compared teixed (5%). The
handoff blocking probabilities in the proposEdpectedMax
strategy are smaller than that of the YL97 schemes. The dif-
ference between the two schemes, however, seems to be much
less in this network as compared to in Network 1. The new
connection blocking probabilities for the YL97 schemes are
much better than that fdExpectedMax strategy. The results
here seem to indicate that with a low-bandwidth homogeneous
traffic network, a static scheme will be sufficient to obtain
good performance. As mentioned earlier, static schemes do
not require the overhead associated with base station updates.
As shown in the previous section, there is significant advantage
in multiple class networks, with diverse traffic requirements.

C. Network 3

This network is meant to capture a uniform network where
all cells are identical in terms of traffic flow and the proba-
bilities of moving between cells is uniform. That is, a mobile
is equally likely to move to any of the neighboring cells. The
parameters of the traffic classes are as in Network 1.

Here again, Fig. 11 shows the variation in handoff and
new connection blocking probabilities for different loads.

E‘s in Network 1, the handoff blocking probability is the

least for theExpectedMax strategy. In this network, YL97
strategies are worse than théxed (5%) strategies and the
Static (3) schemes for both handoff and new connection
blocking probabilities. This shows that olixpectedMax
strategy is well adapted to different network conditions and
traffic patterns.

The wireless network and the mobility pattern in this

network are exactly as in Network 1. Instead of three differe

nt V. CONCLUSIONS

classes of traffic, however, all connections requests are of thé'his paper addressed the problem of providing resources
same class in this network. Specifically, the parameters of @il mobile connections during handoff between base stations.
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Fig. 10. Blocking probabilities in different strategies as a function of loaBlig. 11. Blocking probabilities in different strategies as a function of load
in Network 2. (a) Handoff and (b) new connection. in Network 3. (a) Handoff and (b) new connection.

The network is assumed to be cell-based with support fpattern information is proposed in the paper. The performance
diverse traffic types. The goal is to estimate the requirememifsthis strategy is compared to two fixed or static schemes that
for resources from mobiles that are currently in neighborindp not use any dynamic information, and to a scheme proposed
cells and that might potentially move to the current cell. Thisarlier. The results were studied for three different type of

estimate is then used to appropriately reserve resourcesn@iworks. The performance metrics studied are blocking prob-
the current cell for potential handoff connections. A dynamiabilities for handoff and for new connections. A fundamental

strategy that uses the estimated holding times and mobilagsumption is that the network designer desires a lower handoff
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blocking probability. This requirement might result in higheand
blocking probability for new connections. A suitable tradeoff
is required based on the network service objectives.

The results show that our proposedpectedMax strategy
consistently achieves lower handoff blocking probability than
all other schemes. The results also show that the dynamic
estimation can be achieved without significant overhead in
terms of control communication between base stations. Further
work in this area includes translating the high-level resource
allocations into scheduling at the multiple access level using

Z:(s) =max<0,X,1, max X,
2<k<[s|
= max {0, max X, p(s)
2<k<]s|

=max<0,—¢, + max X_ (s
< { ) ¢7‘ lﬁk(§|s’| ‘r,k( )

= max {0, —¢, + Z-(s')}.

an access protocol such as described in [13] to ensure qualiferefore, forb > 1,

of-service.

APPENDIX |
PROOF OF THEOREM 1

Z‘r(s) =b-¢;iff Z‘F(SI) = (b + 1)¢‘r-

Hence,fo(m ,n.,0) = fo(m, — 1,n;,b+ 1). The theorem
then follows for this case from (3).

Proof of Theorem 1:The theorem is proved by consid- Case 1+, = 0,0 Sincem, = 0 andn, = 1, the set

ering the individual cases in (2), namely the following.
e Case l:m, =0,n, =1,b = 1.
e Case 22m. >0, n, = 0,6 = —1.
e Case 3m, >0, n,>0,b = —1.
e Case4m, > 0,n->0,b=0.
e Case 5m, >0, n->0,b=1.
e Case 6 m,>0,n,>0, b>1.

Case 6 is the common case. Cases 1-5 are in some senNge&yse 3 4, > 0.5, >0.b = —1: For
—_ ? ? .

S(m.,n,) contains only one element, namely the sequence
1. Therefore,Z.(s) = ¢, for all s € S(m,,n,). That is,
f(0,1,1) =1 and f(0,1,b) = 0 for all b # 1.

Case 2-m,>0,n, =0, = —1: In this case, the set
S(m.,0) contains only one sequence, namely a sequence
of m. O's. Therefore,Z.(s) = X.:1(s) = —¢. for all
s € S(m.,0). Thatis, f(m,,0,—-1) =1 and f(m.,,0,b) =0
for all b # —1 and allm, >0.
any s S

boundary cases. Therefore, we prove Case 6 in detail aglctmT n.), X-1(s) = ¢.. Therefore, Z.(s) > ¢, for
outline the key proof steps for other cases. Some of the cag@sr ;1” 376 Sf(mr n,) and f;(m,,n., —1) = 0.

need the following definitions and observation.

Let Sy(m-,n.) € S(m-, n.) = {s: s € S(m,,n;),s =
Is'} be the set of all sequences K(m.,,n.) which start
with 1. Likewise, letSo(m,,n.) C S(m., n,) = {s: s €
S(m,,n.),s = Os'} be the set of all sequencesS$iim,n;)

By definition s € So(m.,n.), can be written ag)s’ for
somes’ and

Z-(s) = —¢, iff Z,(s)=00rZ.(s) = —¢,.

which start with O. Let fr(m,,n,,b) be the number of Therefore.fo(m,,n.,—1) = fo(m, — 1,n,,0) + fo(m, —

sequences € Sr(m.,n,) such thatZ.(s) = b¢.. Similarly,
let fo(m.,n-, b) be the number of sequences So (.-, n.)
such thatZ.(s) = b¢.. Observe that

f(m‘ﬁn‘ﬁb):ff(m‘ﬁn‘ﬁb)"i_f()(m‘ﬁn‘ﬁb)' (3)

Case 6—m. >0,n,>0,b>1: By definition anys € Sy
(m-,n,), can be written ags’ for somes’. Thus, fors € Sy
(m-,n-), X;1 = ¢ and

Z:(s) =max<0,X,;;, max X,
" agk<ls)

:max{d)r, max Xﬂk(s)}

2<k<|s|

= A s - < X/ . !
mX{</> ¢ + max T,k(S)}

= max{¢,, ¢, + Z-(s')}.

Therefore, forb>1
Z(s)=b- ¢, iff Z.(s')=(b—1)p,.

Hence, f;(m.,n;,b) = fi(m;,n, — 1,b—1).
Similarly, by definition anys € So(m., n.), can be written
asO¢' for somes’. Thus, fors € So(m-,n.), X1 = —¢-

1,n.,—1). The theorem follows for this case from (3).
Case 4—m, > 0,n, >0,b=0: For anys € S;(m,,n,),
X:1 = ¢.. Therefore,Z.(s) > ¢, for all s € S;(m,,n;)
and fr(m;,n.,0) = 0.
Similarly, any s € So(m-,n.), can be written a®s’ for
somes’. Thus, fors € So(m,,n.)

Z-(s) =0iff Z.(s") = ¢~

and thereforefo(m.,,n,,0) = fo(m, — 1,n.,1). The theo-
rem follows for this case from (3).

Case 5-m, > 0,n,>0,b = 1. By definition, any s €
Sr(m.,n,), can be written ads’ for somes’. Thus, for
s € Si(mr-,ng.)

Zr(s) = ¢ iff Z-(s') =0o0r Zo(s') = —¢5.

Therefore,fr(m.,n-,1) = fr(m:,n —1,0) + fr(m.,n, —
1,—1).

Likewise, anys € So(m.,n.), can be written as)s’ for
somes’ and therefore

Z.(8) =, iff Z,(5)=2¢p,.

Hence,fo(m, — 1,n.,1) = fo(m; — 1,n,,2). The theorem
follows for this case from (3).
The theorem follows from Cases 1-6. [ |
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