An Integrated Resource Negotiation, Pricing, and
QoS Adaptation Framework for Multimedia
Applications

X. Wang, H. Schulzrinne
Columbia Unviersity
xwang@ctr.columbia.edu, schulzrinne@cs.columbia.edu

Abstract— Users of rate-adaptive applications do not have any incentive
We study a dynamic, usage- and congestion-dependent pricing systeminto scale back their sending rate below their access bandwidth,

conjunction with price-sensitive user adaptation of network usage. We first  gince selfish users will generally obtain better quality than those
present a Resource Negotiation and Pricing (RNAP) protocol and architec- that reduce their rate

ture to enable users to select and dynamically re-negotiate network services. .. . .
In the second part of the paper, we develop mechanisms within the RNAP  PTiCing network services based on the level of service, usage,
architecture for the network to dynamically formulate prices and commu- and congestion provides a natural and equitable incentive for
nicate pricing and charging information to the users. We then outline a applications to adapt their sending rates according to network
ge”erza'hp”c"‘lg Stt_rateg(y_i” l‘his context ‘]f"e dislf_uss ‘f_a”?_idate at'gor)“hms conditions. Increasing the price during congestion gives the ap-
which applications (singly, or as part of a multi-application system) can . . : : : :
a)cgapt theirprgte and QoS ?e)guests,pbased on the UEZr—perceivgd value of apllcatlon an mcentlv,e tO. redupe Its sendlng rate and at,the Same
given combination of transmission parameters. Finally, we present experi- time allows an application with more stringent bandwidth and
mental results to show that usage and congestion-dependent pricing can ef-Q0S requirements to maintain a high quality by paying more.

fectively reduce the blocking probability, and allow bandwidth to be shared Existing research work in this area is discussed brieﬂy in Sec-
fairly among applications, depending on the elasticity of their respective tion 1.

bandwidth i ts. . . -
andwicin requirements. _ _ In this paper, we present work in two areas. In the first part
Keywords— Communication system economics, Adaptive systems, Re-

St > A > "€ of this paper (Sections Il and V), we present a Resource Ne-
source management, Communication system Slgnallng, Communication .. .. .
system traffic, Computer network management, Multimedia communica- gotiation and Pricing (RNAP) protocol and archltectqre, as a
tion framework to enable a user to select from a set of available net-
work services with different QoS characteristics, and enable the
user and network to dynamically re-negotiate the contracted ser-
vice parameters and price. RNAP has some features and goals
The development and use of distributed multimedia applicé-common with recent work on differentiated services [13] and
tions are growing rapidly. These applications usually requiréRSVP [2]. However, our main goal is to study in detail how
minimum Quality of Service (QoS) from the network, in term$ricing mechanisms can be integrated with resource negotiation
of throughput, packet loss, delay, and jitter. Also, multimednd reservation.
dia applications on the Internet commonly employ the UDP In the second part of the paper, we study a distributed, con-
transport protocol, which lacks a congestion control mechanisggstion sensitive price adjustment process, user adaptation in re-
These applications can therefore starve TCP applications (wh#gPnse to pricing, and the interaction between the two processes,
perform congestion control) of their fair share of bandwidth. Wwithin the RNAP framework. In Section V, we outline a pric-
Different approaches have been considered to address tHBgetrategy which is volume- and congestion-sensitive, and can
problems: provide users the incentive to adapt. We also propose mecha-
] ~_nismsto enable RNAP to formulate prices in a distributed man-
1. In order to guarantee a certain QoS to the application, fgsr, and communicate pricing information to the users. In Sec-
searchers have proposed mechanisms such as networkjggrv, we discuss candidate algorithms by which applications
source reservation [2][3], admission control [9], speciglan adapt their service requests so as to optimize user satisfac-
scheduling mechanisms [10], and differentiated or priofiipn under the constraint of a fixed budget. Finally, in Section
tized service at network switches [13]; VII, we present experimental results demonstrating important
2. Adaptation protocols and algorithms have been proposg@tures of the price adjustment and user adaptation processes,
to dynamically regulate the source bandwidth according {@ing a simplified implementation of RNAP.,
the existing network conditions (a survey of this work is

givenin [1].) 1. RELATED WORK

If resource reservation is done statically (before transmis-In this section we briefly discuss related research work in
sion), resource reservation and provisioning tend to be condéfee main areas: resource reservation and allocation mecha-
vative due to the lack of quantitative knowledge of traffic statigisms; adaptive applications; billing and pricing in the network.
tics. Moreover, the resource allocation is based on initial avajl- . .
ability of resources and does not take into account changed fn Reésource Reservation and Allocation
availability during an ongoing transmission. Many multimedia Current research in providing QoS support in the Internet is
applications are long-lived, exacerbating the problem. mainly based on two architectures defined by the IETF: Per-flow

I. INTRODUCTION



basedntegrated servicegint-serv) [4], and class-basddiffer- HRNJ
entiated servicddiff-serv) [13]. In both architectures, imple- st}
mentations should include a mechanism by which the user can  \:
request specific network services, and thus acquire network re/
sources. Per-flow resource reservation in int-serv is generallg 2>
implemented through the RSVP reservation protocol [2]. Im- Access Network Transit Network Access Network
plementation of resource reservation for diff-serv is a subject of . __ ryapmessges < » Inradomainmessages  © Borderrouters O Internl routers
ongoing research, and various approaches have been proposed

[14]. In general, RSVP and the implementations of diff-serv Fig. 1. RNAP-C architecture

lack integrated mechanisms by which the user can select ,icating locally computed prices. Our work is more con-
out of a spectrum of services, and re-negotiate resource regQis o with developing a flexible and general framework for re-
vations dynamically. They also do not integrate the pricing and ;e negotiation and pricing and billing, decoupled from spe-
billing mechanlsms.whlch must accompany such SEIVICES.  ific network service protocols and pricing and resource alloca-
Resource allocation schemes based on perceived-quality hgyg a1gorithms. Our work can therefore be regarded as comple-
been studied in [18][19][48]. These studies were limited to g ntary with some of the cited work.
local system, and did not address the interaction of the loca n [27], a charging and payment scheme for RSVP-based
system with a large network. Liao [42] allocates resources g reservations is described. A significant difference from our
achieve equal perceived quality. We argue that perceived quaffiyy s the absence of an explicit price quotation mechanism

does notd(yrectly rc(jagrelsent the economic value of communiCgagtead the user accepts or rejects the estimated charge for a
tions, as discussed below. reservation request. Also, the scheme is coupled to a particular

service environment (int-serv), whereas our goal is to develop a

more flexible negotiation protocol usable with different service
There has been a lot of recent research on adaptation of fthedels.

sending rates of multimedia applications in response to avail-

able network resources [1], which relies on signaling mecha- lIl. THE RNAP ARCHITECTURE

nisms such as packet loss rates for feedback. The orientation qf; this section, we define an architecture in which the cus-

these methods is different from ours, since they assume no Qgfer and network service provider negotiate network services.
support and no usage-sensitive pricing of network services. TR€customer (sender or receiver) wishes to reserve network
frequent and passive rate adjustment can severely degrade fdources for multiple flows, for example, flows correspond-
timedia quality, and sometimes can not guarantee that an applij to audio, video and white-board applications in a video-
cation is able to maintain its minimum QoS requirement. conference. The customer negotiates with the network through
o o a Host Resource Negotiator (HRN). The HRN negotiates only
C. Pricing and Billing in the Network with its access network to reserve resources, even if its flows

Microeconomic principles has been applied to variogaverse multiple domains. It obtains information and price quo-
network traffic management problems.  The studies [AtONS for available services from the network. It requests par-
[16][18][20][21][24] are based on a maximization process fdcular services, specifying the_ type of service (guaranteed [5],
determine the optimal resource allocation such that the utiligpntrolled load [6] (CL), expedited forwarding [7], assured for-
(a function that maps a resource amount to a satisfaction lev&frding [8], best effort, etc.), parameters to characterize the user
of a group of users is maximized. These approaches normdlffic (€.9., peak rate, average rate and burst size) and QoS re-
rely on a centralized optimization process, which does not scdidirements (e.g., loss rate and delay). The HRN can request
Also, some of the algorithms assume some knowledge of @ different service for each flow from network through RNAP.

user’s utility curves and truthful revelation by users of their utif? addition to resource negotiation between the HRN and the
ity curves, which may not be practical. network, the RNAP protocol is also intended for resource nego-

In [15][17][22][23][?], the resources are priced to reflect ddiation between two network domains. _ _
mand and supply. The pricing model in these approaches id~or negotiations by the network service prowdgr, we consider
usage-sensitive. Some of these methods are limited by their {40 alternatlve _arch|tectures, a centralized architecture, and a
liance on a well-defined statistical model of source traffic, afiStributed architecture, described below.
are generally not intended to adapt to changing traffic demands. . :

The scheme presented in [23] is more similar to our work In’ Centralized Architecture (RNAP-C)
that it takes into account the network dynamics (session join orThe RNAP-C architecture is based on an underlying net-
leave) and source traffic characteristics (VBR). It also allowgork divided into Autonomous Systems (AS). Each administra-
different equilibrium price over a different time period, dependive domain negotiates through a Network Resource Negotiator
ing on the different user resource demand. However, congest{dfkRN) (Fig. 1). Protocol messages are sent between NRNs, or
is only considered during admission control. Our pricing algdetween HRNs and NRNs, and touch each AS once.
rithm has two congestion-dependent components - congestiohe NRN delivers price quotations for the different available
due to excessive resource reservation (holding cost) and cegrvice levels to customers, answers service requests from cus-
gestion due to network usage (usage cost). tomers, and is also responsible for maintaining and communi-

In general, the work cited above differs from ours in that itating charges for a customer session.
does not enter into detail about the negotiation process and th&he NRN may be an individual entity, or may be a comple-
network architecture, and mechanisms for collecting and comentary functional unit that works with other administrative en-

B. Adaptive Applications



The protocol messaging is briefly discussed in Section IV-A.
The aggregation and de-aggregation of RNAP messages to make
d the protocol scalable in core networks is discussed in Section
Access Network B i Nework A ccess Network IV-B. A more detailed description of RNAP is given in [39].

<« - - RNAPmessages O Borderrouters O Internal routers
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A. Protocol Messaging

We first consider how a customer reserves resources for a flow
or group of flowsend-to-end to a particular destination address,

Fig. 2. RNAP-D architq&gﬁe
HRN

assuming that the intervening domains implement RNAP-D.
lowery  —————————
3“”% 1. The HRN sends &uery message to the first hop LRN
|Reseve ———— | (FHL), requesting a price quotation from the LRN for one
: Commit or more services, for a flow or group of flows belonging
: to the customer. The HRN specifies a set of requirements
@ (such as service time and QoS) with each service. The FHL
R forwards theQuery message downstream to the last-hop
. Commit LRN (LHL).
Gee—— The LHL determines local service availability and a local
price for each service, and initiateSQaotationmessage
Release containing QoS specifications and price for each service.

When aQuerymessage does not specify any service, the
LRN returns quotations for all available services using de-
tities. For example, the NRN can be part of (or function as) fault values of unspecified service parameters.

the Bandwidth Broker (BB) in the diff-serv model [12] and the ~ TheQuotationmessage is sent upstream towards the HRN,
PDP in the COPS architecture [28]. The NRN either has awell- and each intermediate LRN verifies local availability of
known address, or is located via the service location protocol each service, and increments the price by the local price
[34]. The NRN address of a neighboring domain can be pre- that it computes. The FHL returns tiguotationmessage
configured or obtained through DNS SRV. to HRN.

Resource reservation and admission decisions may be per- In addition to asynchronously sendir@uotation mes-
formed by the NRN or by other entities, such as the BB of the sages, the LHL also sends duiotationmessages periodi-
diff-serv model. If they are performed by other entities, the cally, containing price quotations for all services requested
NRN communicates requests for services to them individually by the customer.
or in aggregate, and receives admission and pricing decision8. The HRN sends Reservamessage to the FHL to apply
from them. The implementation of resource reservation and ad- for services with specified service parameters for a flow or
mission control, and the associated communication with admin- group of flows. This message is sent downstream similar
istrative entities, is closely related to specific Better than Best to the Querymessage. AReservamessage is sent at the
Effort (BBE) services, and is outside the scope of the RNAP  beginning of a session to request services for the first time,

Fig. 3. RNAP messaging sequence between HRN and NRN.

protocol. and thereafter, periodically or asynchronously to renew or
o . change existing reservations.
B. Distributed Architecture (RNAP-D) Inresponse to Reservenessage, the LHL initiatesGom-

In this architecture, the RNAP protocol is implemented at ~Mit message stating the admissibility of the flow. Te-
each router, in the form of a Local Resource Negotiator (LRN) ~Serverequest may be admitted or denied, or admitted par-
(Fig. 2). RNAP messages propagate hop-by-hop along the same tla}lly if netwo_rk resources are scarce and the prow_der ad-
path as customer data flows, from the first-hop LRN to the egress Mits the service request with a lower QoS or sending rate
LRN, and in the reverse direction. We consider the messaging than requested. If the flows are admitted, @@mmitmes-
process in greater detail in Section IV-A. sage also contains a local price for the contracted service,

The RNAP message format is independent of the architec- and for an on-going session, it also contains the accumu-
ture. Therefore, the two architectures can co-exist; for instance, |atéd local charge for a service. As tBemmitmessage is
a domain administered by a NRN can exchange RNAP messages forwarded upstream, the committed price and accumulated
with a neighboring domain which employs the distributed archi- charge are incremented at each router.
tecture. Also, a HRN does not need to know about the RNAP\when a customer flow traverses a domain implementing

architecture of its local domain, since it receives and sends RRAP-C, with a controlling NRN, the flow of messages is iden-
same negotiation messages in either case. tical to that considered earlier for RNAP-D, if each domain is
considered to be equivalent to a single node, with the NRN cor-

IV. THE RNAP FroTocoL responding to the LRN for that node. Accordingly, the NRN
The basic RNAP message sequence is as Fig. 3. Typicabyresponsible for collecting and communicating admission and
the sequence of Fig. 3 repeats periodically, with a pre-defingdcing and charging information for the domain as a whole
Negotiation Interval This allows the protocol to maintain soft-instead of for a single node. It is also possible that the flow
state - state information that expires in the absence of any RN&Bverses multiple domains some of which implement RNAP-C
Reservemessage. It also allows the customer and the netwakd others RNAP-D. In this case, the NRN of a RNAP-C domain
to easily re-negotiate services. would talk to the corresponding boundary LRN of an adjoining



First level aggregation Second level aggregation ~ De-aggregation

Section IV-A. R, also turns off the router alert option of the

incoming per flow messages and tunnels the per-fkagerve

messages down to the de-aggregation pdiati6 Fig. 4), so

that per-flow reservation can be resumed in the destination net-

work. In each per-flonReservemessage, the address of the

© Border routers —— First level aggregate RNAP message @ggregator will be included in th&ggregate Flow Idfield, to

— Per-flow RNAP messages—- Second level aggregate RNAP messzeNable proper mapping at the de-aggregation point. A per-flow
Reservenessage is encapsulated in an UDP packet with the des-

Fig. 4. Example RNAP-D message aggregation. tination network address set as B, and the port number set to a

dortreserved for RNAP, and forwarded.

" A border router of a domain is a potential de-aggregation
B. State Aggregation point for RNAP messages to that domain. Therefore filters are
set up at border routers of a domain so as to intercept aggregate

AP messages as well as tunneled per-flow RNAP messages.
or.instance, the border routé&, (Fig. 4) of domain B is set

o intercept UDP packets with destination address set to the
twork address B and port number set to the RNAP port. Once
t@cepted, aggregaReservanessages and tunneled per-flow
essages are sent up to the transport layer. The de-aggregation
point will record the mapping between an aggregation flow and
per flow messages, by checking the aggregation Flow Id field.
The router alert option will be turned on for per-flddeserve

All RNAP messages have dd field identifying the corre- messages arriving at,, and the messages will be forwarded,
sponding data flow; it contains three sub-fielekw Id, Aggre-  allowing per-flow resource reservation within domain B. The
gation Flag andAggregate Flow |d The merging point aggre- aggregatdReservamessage (identified as such by Aggrega-
gates RNAP messages for user flows which request the samgger Flag) terminates at the de-aggregation router.
similar services and have similar negotiation intervals. In response, é:ommitmessage will be sent upstream for the

We consider the aggregation of RNAP messages belongingifyregateReservemessage as well as each per-flReserve
senders sharing the same destination network address, formiggssage. The de-aggregation pdipwill decide that the desti-
“sink tree”. Sink tree based aggregation has also been discussggbn address for the per flclBommitmessage is ‘a’, by check-
in [36], [37]. ing the mapping between the aggregate message and the per flow

RNAP messages will be merged by the source domain af@ssages. Each per fl@ommitmessage is then encapsulated
split again for each individual HRN at the border router (folh a UDP message with destination address ‘a’ and tunneled
RNAP-D) or NRN (for RNAP-C) of the destination domainpack to its aggregation poit,. The aggregat€ommitmes-
The merging point in the HRNs home network forwards twgage will be forwarded hop by hop upstream until it reaches the
messages: one that travels directly to the destination I’]etWQ{bgregation point, and confirms the aggreqRéserverequest
without visiting any of the RNAP agents in between, and aent by the aggregation agent. There is a similar message flow
aggregated-resource message that reserves resources ando¢®NAP Quotationmessages in the upstream direction.
lects prices in the “middle” of the network. The aggregation entity on the source network side is also re-
~ The merged resource message have a resource request Wiighisible for de-aggregation of RNAP response messages. It
!S equa! to the sum of all the br.anCh r.eSOUrce requests furt.herdwécks the mapp|ng between an aggregate session and per-ﬂow
in the sink tree. At each merging point, upstream flow arrivalRNAP response messages. If it is the origination point for the
departures and reservation changes will trigger the update of gresponding aggregate session, it will map the aggregate-level
downstref';\m merged request. To avoid frequent re-negotiatigfcing and charging (returned by the aggregate se<imta-
the merging point may decide to reserve more resources thigjh andCommitmessages) to the corresponding per-flow prices
the sum of the upstream requests and add resources in largeai{tt charges for individual flows based on the local policy.
crements if the current downstream allocation has been reache|q|u|tip|e levels of aggregation can occur, so that aggregate
or is about to be reached. (BGRP [37] analyzes the trade-offifbssages are aggregated in turn, resulting in a progressively
some detail.) We consider aggregation first for RNAP-D, anflicker aggregate “pipe” towards the root of the sink-tree. For a
then for RNAP-C. level two aggregation of several level one RNAP aggregate re-
. L quests as shown in Fig. 4, nod® in domain X forms a level
B.2 Aggregation and De-aggregation in RNAP-D two aggregate message with the source address iRlthve Id

Fig. 4 illustrates how RNAP message aggregation works $et to ‘x’. Node ‘X’ also records the level one requests, and
a RNAP-D architecture. Consider the aggregatiofReterve terminates these messages instead of forwarding them. In re-
messages (this also appliesQuerymessages). At access netsponse, the RNAP agent at the de-aggregation ritdsends
work A, the border routeR, creates an aggregdReservenes- response messages for the level two aggregate towards point ‘x’.
sage, with the source address set to ‘a’, the interface addrasgoint R,, the level one response messages are formed by
the aggregatoR?,, and the destination network address set toapping the pricing and charge data from level two aggregate
the network address B. It also sets thggregation Flago one message to individual level one aggregate response massages to
in theld structure, which marks the message as aggredate. send toward$?, andR.. All the per flow request messages are
then forwards the aggrega®eservanessage hop by hop as intunneled downstream to nodeg,, and per-flow response mes-

RNAP-D domain, and the messaging flow would be as befor

If end-to-end RNAP reservation is carried out for each cu
tomer flow, RNAP agents in the core network may potential
need to process RNAP messages for hundreds of thousandﬁ
flows, and maintain state information for each of them. In th
section, we discuss how RNAP messages can be aggregat
the core of the network by allowing RNAP agents to hand
reservations for flow-aggregates instead of individual flows.

B.1 Overview of the Aggregation Scheme of RNAP

4



First level aggregation Second level aggregation De—aggre
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A. Price Structure in RNAP Messages

The Price structure carried by RNAP messages consists of
the following fields: New Price Current Charge Accumu-
lated ChargeandHRN Data There is aPrice structure corre-

— Per-flow RNAP messages sponding to each service being negotiated by a RNAP message.
(® Domain NRNs — First evel aggregate RNAP messages  The New Pricefield contains the price quoted by the network

© Borderrouters = second level aggregate RNAP messages  provider to the negotiating HRN for the next negotiation period.
The Current Chargefield contains the amount charged by the
network provider for the preceding negotiation period. Aoe
sages are tunneled froRy, directly either toR,, or R.. cumulated Charg&eld contains "[heltotal amountch.arged by the
network provider since the beginning of the negotiation session
and is carried to protect against the los€oimmitmessages.

Fig. 5. Example RNAP-C message aggregation.

B.3 Aggregation and De-aggregation in RNAP-C

. ) . B. Arriving at Price and Charge
In the RNAP-C architecture of Fig. 5, the aggregation and

de-aggregation entity are NRNs. Once again, we consider théh the previous section, we discussed how price and charge
aggregation oReservemessages. At an aggregating NRN «gInformation are communicated to the HRN through RNAP mes-
the aggregatReservenessage will be formed and sent domaif@9es- We now consider the issue of arriving at the cqntracted
by domain towards the destination domain NRN ‘b, as in Seplice to be quoted for a flow receiving a particular service in a
tion IV-A. In addition, the destination domain NRN is locate@iVen negotiation period, and computing the charge for the ser-
through DNS SRV [35], and the aggregating NRN encapsulaid§e at the end of the period.
the per flowReservanessages in UDP packet headers and tug- . P )
nels them directly to the destination domain NRN ‘b’. 81 Price and Charg.e F-ormulanon Ih RNAP-D

The destination domain NRN send€ammitmessages “hop In the RNAP-D (distributed) architecture, each router-LRN
by hop” (each hop is one domain) upstream towards ‘a’ in r 1aintains charging state information for the flows passing
sponse to an aggregaReservemessage. It will also receive 1170ugh it, based on prices computed at the router. At the be-
the encapsulated per floReservemessages from ‘a’, processdinning of a negotiation period (and also in response@uary

them to perform per-flow reservation in the destination domamﬁssage), the last hop LRN originateQaotation message
and determine from thaggregate Flow Idfield that per-flow | € Quotationmessage is sent hop-by-hop back towards the

response messages are to be encapsulated and tunneled balR4oP LRN. At each LRN, th@rice:New Pricefields in the
‘a’. There is a similar message flow for RNABuotationmes- M€ssage are incremented according to the cuidemt Price

sages in the upstream direction. The mapping of pricing afgmpPuted for the corresponding service at the LRN. In Section
charging information from aggregate session to per flow me§C: We discuss a specific local pricing strategy in which a set of
sage is similar to that in RNAP. prices is computed for each service. In this case, some mapping

behavior may have to be defined to obtain a single increment for
) ] the quotedNew Price When theQuotationmessage arrives at
B.4 Overhead Reduction due to Aggregation the negotiating HRN, it carries the total quoted price for each
: rvice.
As a result of the aggregation of RNAP messages, the mgi%imilarly, Commitmessages originate at the last-hop LRN,

sage processing overhead and the storage of the RNAP state% are sent hop-by-hop back to the first-hop LRN. In this case,

fow messages need (o be tunneled to the destination netdg e Price Current Chargeandaccumulated Chargelds
9 § all incremented at each router-LRN on the way.

so the RNAP message transmission bandwidth is not reduc
and actually slightly increased because of the extra aggregai®n price Formulation in RNAP-C

messages. But since RNAP messages are updated with a rela- . . . .
tively long interval, this is not a major concern compared with When the centralized negotiation architecture is used, the lo-

the bandwidth hat will be consumed by the data flows. cal charging state information for a domain is maintained by
the NRN. The price formulation strategy is a much more open-

ended problem. Various alternatives may be considered, and
V. PRICING AND CHARGING different domains may apply different local policies. The NRN
The main RNAP messageuer ReseryeQuotatonand 1Y SOTRULE & rice basec of he senvce speciations sone.
Commit all contain a commofRrice structure, used to CONVEY otc. In general, if the price charged to a flow needs to depend on

pricing and charging information. In the first part of this sec; X :
tion, we discuss how the service provider formulates prices acltlﬂ ege;\[/)vgrrcl)(asctﬁ;es.and the flow path, we consider the following

charges for this purpose. We first briefly describeRhiee field
used in RNAP messages. We then describe end-to-end price and The NRN makes the admission decision and decides the
charge formulation in RNAP-D, and in RNAP-C architectures.  price for a service, based on the network topology, routing
Finally, in section V-C, we propose a specific strategy for pric- and configuration policies, and network load. In this case,
ing a BBE service at a single network point. This lies outside the the NRN sits at a router that belongs to a link-state routing
scope of the RNAP protocol and architecture, but taken together domain (for example an OSPF area) and has an identical
with the global pricing and charging mechanisms, it constitutes link state database as other routers in the domain. This al-
a complete and viable pricing system. lows it to calculate all the routing tables of all other routers



<= COPS messages

Tabled N . In both of the above cases, the ingress router maintains per-
Domain Routing Table B Resource Table flow state information that includes the per-flow price (the
B1 RL | R2 . R R2 B2, price charged to the service class the flow belongs to), as
Dest Nex;’Hop Next Hop Next Hop e e o| (&, BW,Q,P) | (C,BW,Q,P)|(C,BW,Q,P) . . .
S 2 B2 Bil 15301 well as the per-flow data volume entering the domain. This
B3 S T =1 I L 12,301 information is transmitted every negotiation period to the
B4 = 152 o NRN, which computes the charge and is responsible for
: b et the messaging.

3. Price formulation takes place through a intra-domain sig-
naling protocol. If resource reservation for a particular

Stepl: determine apath (Table 1) C: Serviceclass

Step2: accumulate price along (NRY BW: average bandwictth (Mb) service in a domain is performed through a dynamic re-

the path (Table2) S Javmege dueselenah source reservation protocol, such as RSVP or YESSIR[3],

Siep 3 sendotal price (S4M) ' : pree(ED the price information is collected through the periodic mes-
B P B2 sages of the reservation protocol, and stored at the ingress

router. For example, the RSVP PATH message and RTCP
[38] messages in YESSIR can collect pricing information.
Fig. 6. Price formulation in RNAP-C If the ingress router is responsible for sending the price in-
formation to the NRN, the price accumulated from a do-

in the domain using Dijkstra’s algorithm. A similar idea ~ Main will be send back to ingress router along with the
has been explored in [36] in a different context. RSVP RESV message. Such an implementation, utilizing

The NRN maintains a domain routing table which findsany ~RSVP, is described in VIl.  Communication between the
flow route that either ends in its own domain, or uses its ingress router and NRN occurs as discussed in the first sce-
domain as a transmit domain (Fig. 6). The domain rout- Nario.
ing table will be updated whenever the link state database _ . .
is changed. A NRN also maintains a resource table, whih Pricing Strategy
allows it to keep track of the availability and dynamic us- |n the previous sections, we assumed the existence of specific
age of the resources (bandwidth, buffer space). In genegicing strategies or rules for the negotiated service. As dis-
the resource table stores resource information for each sgissed earlier, specific pricing strategies are outside the scope
vice provided at a router. The resource table allows tkg the RNAP protocol itself. However, for completeness, we
NRN to compute a local price at each router (for instancgensider a pricing strategy that could work with the RNAP pro-
using the usage-based pricing strategy described in Sectiggol.
V-C). For a particular service request, the NRN first looks we propose a simple pricing algorithm to determine a price
up the path on which resources are requested using the i particular kind of forwarding service from the router based
main routing table, and then uses the per-router pricesdf the competitive market model [25]. The price computation
compute the accumulated price along this path. The fig-performed periodically, with a price update intervalvhich
source table also facilitates monitoring and provisioning @ generally independent of the negotiation interval of the ser-
resources at the routers. To enable the NRN to collect kgces supported by the router. The price within each negotiation
source information, routers in the domain periodically renterval is kept constant, to provide predictability to users.
port local state information (for instance, average buffer\ve assume that routers support multiple services and that
occupancy and bandwidth utilization) to the NRN. A progach router is partitioned to provide a separate link bandwidth
tocol such as COPS [28] can be used for this purpose. and puffer space for each service, at each port. We consider one
To compute the charge for a flow, ingress routers maintajfich |ogical partiton. The competitive market model defines
per-flow (or aggregated flow from neighboring domaimjyo kinds of agents: consumers and producers. The routers are
state information about the data volume transmitted dyfgnsidered as the producers and own the link bandwidth and
ing a negotiation period. This information is periodicallyyyffer space for each output port. The flows (individual flows
transmitted to the NRN, allowing the NRN to compute thgy aggregate of flows) are considered as consumers who con-
charge for the period. The NRN uses the computed priggme resources. The total demand for link bandwidth is based
and charge to maintain charging state information for eag the aggregate bandwidth reserved on the link for a price com-
RNAP session. putation interval, and the total demand for the buffer space at an
2. Prices are computed at the network boundary, and cofiput port is the average buffer occupancy during the interval.
municated to the NRN. For price calculation, there are tWhe supply bandwidth and buffer space need not be equal to the
alternatives. . e installed capacity; instead, they are the targeted bandwidth and
One alternative is that the ingress router periodically corjyffer space utilization. We decompose the total charge com-

putes a price for each service class and ingress-egress pajfed at a router into three componertsiding chargeusage
The calculation is based on service specifications and arge andcongestion charge

cal per-service demand at the ingress router; internal rouﬁ:r )

states along the flow path are not taken into account. ~J5agde Charge:

The other alternative allows internal router load to be taken The usage charge is determined by the actual resources con-
into account. Probe messages are sent periodically fromsammed, the level of service guaranteed to the user, and the elas-
egress routerto all ingress routers. A probe message cartieity of the traffic. For example, on a per-byte basis, best-effort
per-servicePrice structures which accumulate prices hoptraffic will cost less than reserved, non-preemptable CBR traf-
by-hop at each router in a similar manner to Section V-B.fic. The usage pricep() will be set such that it allows a retalil



network to recover the cost of the purchase from the wholesat@y be needed. For a periad the total congestion charge is
market, and various static costs associated with the service. given by
The usagechargec, (n) for a periodn in which V(n) bytes

were transmitted is given by: ce(n) = pe(n) x V(n). (5)
Based on a price formulation strategy such as the one we have
cu(n) = pux V(n) (1) discussed, a router arrives at a price structure for a particular

Holding Charae: RNAP flow or flow-aggregate at the end of each price update
Ing ge: interval. The total charge for a session is given by
The holding charge can be justified as follows. If a particu-

lar flow or flow-aggregate does not utilize the resources (buffer , B al
space or bandwidth) set aside for it, we assume that the sched- session-charge = Z(Ch(”) +eu(n) + ce(n)) ©
uler allows the resources to be used by excess traffic from a n=1

lower level of service. The holding charge reflects revenue loghereN is total number of intervals spanned by a session.
by the provider because instead of selling the allotted resources
at the usage charge of the given service level (if all of the re-
served resources were consumed) it sells the reserved resourcatthough dynamic re-negotiation and pricing are integral fea-
at the usage charge of a lower service level. The holding prieges of RNAP, it is compatible with applications with different
(py) of a service class is therefore set to be proportional to tbhapabilities and requirements. Applications may choose ser-
difference between the usage price for that class and the usages that provide a fixed price, and fixed service parameters
price for the next lower service class. The holding price can dering the duration of service. Alternatively, if they are not con-
represented as: strained by a fixed user budget, they may use a service with
. S - usage-sensitive pricing, and maintain a constant QoS level, pay-
Ph =o' x (py =Py ), @ ing a higher charge during congestion. Generally, the long-term
whereq’ is a scaling factor related to service clas¥he hold- average cost for fixed-price service is higher since the network

is given by: adaptive that is, operate with a budget constraint, and adjust

their service requests in response to price increases during con-
cn(n) =pp* R(n) =7 (3) gestion.

wherer is the duration of the period. THe(n) can be estimated o In this section, we discuss how a set of user applications per-

' i rming a given task (for example, a video conference) adapt
from the traffic specification and QoS request of the customgli sending rate and quality of service requests to the network
for example, an effective bandwidth [11].

- : in response to changes in service prices, so as to maximize the
Defining a usage charge and a holding charge separatelyb pefit to the user

lows the customer to reserve resources conservatively, withou
penalizing him excessively for unused resources. A. The Utility Function

VI. USERADAPTATION

Congestion Charge: We consider a set of user applications, required to perform
The congestion charge is imposed when congestion is detask ormission for example, audio, video, and white-board
duced, that is, the resource request or average usage for a papiplications for a video-conference. TReservaequest from
tion (in terms of buffer space or bandwidth) exceeds supply (tHee user specifies certain transmission parameters for each appli-
targeted buffer space or bandwidth). The congestion price fation. In general, the transmission parameters are the sending
a service class is calculated as an iteratiterihement processrate, as well as QoS parameters, usually loss and delay. The user
[25]: must define quantitatively, throughudility function, the value
provided by the corresponding network resource allocation to-
wards completing the mission. The utility function is therefore a
pe(n) = min[{pc.(n—1) function in a multi-dimensional space, with each dimension rep-
+0(D,S)* (D —8)/S,0}", pmaz], (4) resentingasingle transmission parameter allocation for a partic-
ular application.
where D and S represent the current total demand and supp
respectively, andr is a factor used to adjust the convergen
rate.o may be a function oD and.S; for example, it is higher  Clearly, the utility of a transmission depends on its quality as
when congestion is severe. The router begins to apply the cperceived by the user. However, since the user is paying for the
gestion charge only when the total demand exceeds the suppansmission, it appears reasonable to define the utility as the
Even after the congestion is removed, a non-zero, but gradugigrceived valuef that quality to the user. An audio transmis-
decreasing congestion charge is applied until it falls to 0, to prsion requiring a certain sending rate and certain bounds on the
tect against further congestion. The maximum congestion prixed-to-end delay and loss rate may be worth 10 cents/minute
is bounded by the,,.. parameter so that the total price for do the user. The perceptual value is strongly correlated to the
service class does not exceed that for a higher level of serviperceptual quality, but is not exactly the same. A pair of audio
When a service class needs admission control, all new arrivitEnsmissions encoded identically and with the same transmis-
are rejected when the price reachgs,.. If p. reache,,,, Sion QoS parameters also have the same perceived quality, but
frequently, it indicates that more resources are needed for their perceived values may differ according to the application
corresponding service and new configuration for local resourgegjuirements.

.1 Utility as Perceived Value



Utility

A.3 Effect of Scaling and Shifting Utility Function
uilityL We also studied how the bandwidth adaptation is influenced

. by linear operations on the utility function - an offset applied
uility3 uniformly to the utility over all bandwidths, and a multiplicative
) scaling of the function. Such linear operations could be used,
for example, to reflect an evolution with time of the value of a
2 particular information stream (which will be presented in more
detail in Section VI-A.4) or the evolution of relative importance
of individual applications in a system. We discuss the opera-
tion qualitatively here, and present some experimental results in
Fig. 7. Some example utility functions section VII-B.4.
A multiplicative scaling of the utility function by a factor
The measurement of subjective quality of multimedia trang¥eater than one tends to increase its bandwidth share since it
missions has been reported by a number of researchers. Gefgsiuces the demand elasticity of the application. The opposite
ally, these experiments were intended to derive the Mean Opéffect is observed when the scaling factor is less than one.
ion Score (MOS), which is measured as an average perceptivélternatively, a constant offset to the utility function will not
guality across a number of test subjects. However, in our framefluence the resource distribution as long as the valuation of
work, perceived value very strongly reflects individual user pre®-bandwidth is higher than its cost. This is because the utility
erences, and the application task being performed. We therefbiaction represents the relative preference of the user for differ-
consider it likely that an user application will have one or morent bandwidths. But it changes the minimum perceived value,
of the following features: which represents the user’s willingness to pay to just keep the
application alive.

utilityz” ¥

bandwidth

« allow user to customize utility function(s);
. aIIovy user to define “scenario”-specific utility functions; 3.4 Time Dependence of Utility
particular scenario may be selected by the user during a ) o . .
session, or may be deduced by the application based offor @ particular application, the value of the information may

user actions; vary with time. An user may perceive a higher value initially
. allow user to specify a certain time-dependence of utiligfter the connection is established, and a lower value after a cer-
function. fain duration (typically, a phone call is very important to the
user in the first one minute, compared to one that has lasted 30
A.2 Utility as a Function of Bandwidth minutes), or the reverse (for a movie, the ending is usually more

I_interesting than the introduction). The relative importance of
eiH{jividuaI applications in a system may also evolve with time.

stage of research, some possible services are guaranteed [Siaﬁ—ge evolution with time of the application utilities may be de-
controlled-load service [6] under the int-serv model, Expeditdfi€d Pased on various user-defined scenarios. A simple way of
Forwarding (EF) [7] and Assured Forwarding (AF) [8] unde;epr_esentlngthe._tlme evoIL_mon is to represent_the mu!tlpllc_at|ve
diff-serv. A particular user application would be able to choo$@!ind and additive offset in Section VI-A.3, with a pair of time
from a small subset of the available services. Each such sery g@endent parametetsandg, so that the t|me—dgpendent .
would probably provide some qualitative or quantitative guaty can be represented ag(t)+U; (-)+/;(t), wherej represents
antee for loss and delay. It seems likely, therefore, that the ugdfSk performed at a tinte
would develop an utility function as a function of the transmiss I .
sion bandwidth (which in turn would depend on specific encod- Application Adaptation
ing parameters such as frame rate, quantization, etc.), at differ€onsumers in the real-world generally try to obtain the best
ent discrete levels of loss rate and delay. possible “value” for the money they pay, subject to their budget
We can make some general assumptions about the utibityd minimum quality requirements; in other words, consumers
function as a function of the bandwidth, at a fixed value of logsay prefer lower quality at a lower price if they perceive this
and delay. The application has a minimum transmission bard- meeting their requirements and offering better value. Intu-
width, and the utility is zero for bandwidth below this threshiively, this seems to be a reasonable model in a network with
old. Also, user experiments reported in the literature sugg€XS support, where the user pays for the level of QoS he re-
that utility functions typically follow a model of diminishing ceives. In our case, the “value for money” obtained by the user
returns to scale, that is, the marginal utility as a function @brresponds to the surplus between the utllity) with a partic-
bandwidth diminishes with increasing bandwidth and eventualljar set of transmission parameters (since this is the perceived
goes to zero, defining a maximum QoS requirement. value), and the cost of obtaining that service. The goal of the
Fig. 7 shows some possible utility vs. bandwidth curveadaptation is to maximize this surplus, subject to the budget and
Utilityl is a smooth function. User experiments for deducinthe minimum and maximum QoS requirements.
the utility function would be performed at discrete bandwidths, We first consider the adaptation strategy of a single applica-
and some form of interpolation, such as a piecewise linear furtion when its utility is a function only of bandwidth (at a fixed
tion (utility2), can be used to approximate the utility function. Itoss and delay). We then discuss the adaptation strategy when
addition, in some multimedia applications, only discrete banthe utility is function of multiple transmission parameters (band-
widths are feasible. For example, audio codecs can only openatdth, loss and delay). Finally, we consider the problem of max-
at certain bandwidth points (Utility3). imizing themission-wideutility of a system comprising multiple

It is likely that only a few alternative services will be avai
able to a multimedia application on the Internet - at the curr



Cot” (9 a particular service. In this case, the optimization routine is as

Budget Cost line2 .
g Cost linel follows:

-

1. For each available service, use the corresponding utility
versus bandwidth function to determine the optimal band-
Budget line width, as in Section VI-B.1.
2. Select the service which gives the highest surplus at its
optimal bandwidth.

B.3 Simultaneous Adaptation of Multiple Applications corre-
sponding to Single Task

Fig. 8. A perceived value based rate adaptation model We now consider the simultaneous adaptation of transmission
parameters of a set ef applications performing a single task.
applications performing a certain task. We assume the appli@e transmission bandwidth and QoS parameters for each appli-
tions belong to a single user. cation are selected and adapted so as to maximize the mission-
] ) o ] ~_ wide “value” perceived by the user, as represented by the surplus
B.1 Adaptation of Single Application over Fixed Transmissiops theTotal Utility , {7 over the total cost’. We can think of the
Quality adaptation process as the allocation and dynamic re-allocation
If the quality of transmission is fixed (a particular delay andf a finite amount of resources between the applications.
loss), the application utility (that is, the user-perceived value) A number of researchers have noted the interaction between
increases monotonically with the bandwidth. Hence the magite perception of the different component media in a multime-

Bmin b'b Bmax bandwidth (kb/s)

mization problem for the user can be written as: dia system, such as a video conference [44][45][46][47]. For
example, an investigation of video phone systems indicated that
max [U(z) — C(x)] any increase in visual representation of the speaker increases
s.t. C(z)<b the viewer’s tolerance to audio noise [44]. To take into account
Tmin < T < Tmaz, 7) the interdependencies among applications, the utility of the

application should, in general, be written@$(z!, ..z*, ..2™),

wherez is the bandwidth under consideratia(z) is the cost Wherez" is the transmission parameter tuple for the appli-
for the requested bandwidth,is the budget of uset;,,;» is cation. The total utility function of a system consisting of
the minimum bandwidth requirement, amg,.., represents the ipdividual application streams can be represented in general as
maximum bandwidth requirement. Note that U, b and c are inU(-), ..., U™(-)), whereU*(-) represents the utility of stream
units of money/time. 1. Since we consider utility to be equivalent to a certain mone-

One way of carrying out this optimization is to fit the util-tary value, we can write the total utility as the sum of individual
ity function to a closed form function. The optimal solution isipplication utilities :

then obtained by using Kuhn-Tucker conditions for a maximum ~ i1 i n
subject to inequality constraints. U= Z[U (@ 2ty 2] (8)
As mentioned earlier, the application utility is likely to be !
measured by user experiments and known at discrete bagfld the optimization of surplus can be written as
widths. In this case, it is convenient to represent the utility as i1 ; " Iy
a piecewise linear function, as shown in Fig. 8. The figure also maxZ[U (@, .ty 2") = O (2]
assumes a constant unit bandwidth a@stso that the cost-vs- i
bandwidth is a straight line with slope equal@ The budget S. t_z Ciz") <b
is shown as a horizontal line passing intercepting the cost/utility Z
axis. From the figure, it is evident that the optimal bandwidth is i i i
Lmin S € S Lmaz> (9)

either the segment end-point with the highest surplus, if this

end-point meets the budget constraint (b in Fig. 8 case A) wherezi . andzi, . represent the minimum and maximum

or elsethg bandwidth corresp'onding' to t'he intersection point g nsmission requirements for strearandC' is the cost of the
the cost line with the budget line (b in Fig. 8 case B). type of service selected for streanat requested transmission
parameter’.

" The general approach to solving this problem is to represent
each utilityU’(-) as a continuous function of the entire space
We now consider the maximization of the application surplud transmission parameters of allapplications, and solve the

over a set of transmission parameters (usually, the bandwidfluhn Tucker equations so as to maximize the total surplus.
loss rate and delay). The objective function is as shown earlieMVe make the simplifying assumption that for each applica-
in equation 7, bute, x,,;, andx,,., are now vectors corre-tion, a utility function can be defined independently and is a
sponding to the set of transmission parameters. If a complét@action only of the transmission parameters of that application
quality of service parameter space is considered, the searchitg(-) = U‘(x?). This is a reasonable assumption sib&g-)

cost can be prohibitive. As briefly explained however, we b&ould normally depend strongly mainly on the vector.

lieve it is likely that the application utility will take the form of ~ As earlier, we can decompose a single utility functidiiz®)

a small set of utility versus transmission bandwidth functioniito a set of service-specific utility functions which are functions
each at a different level of loss rate and delay, correspondingotaly of bandwidth, each corresponding to a particular delay and

B.2 Adaptation of Single Application over Multiple Transmis
sion Parameters



loss provided by a particular service. Clearly, several combirgingle 10 Mb/s link. An RNAP agent (LRN) was implemented
tions of services (and hence, service-specific utility functiona) each node. Two types of service were implemented - the tra-
are possible. We first consider one particular combination ditional best-effort service, and the int-serv Controlled Load ser-
service-specific utility functions. Let the utility of an applicavice.

tion i be defined aL.! bandwidth levels. The utility at each level Although our implementation was simplified, it allowed us
isui (I = 1,2,..L%), and the utility function is piece-wise lin- to demonstrate several features: the periodic RNAP negotiation
ear. Segmerit(the straight line between levelandi + 1) has process including resource negotiation and pricing and charg-
a slopek;. The optimal transmission parameter set for a pang; the stability of the usage-sensitive pricing algorithm and its
ticular combination of service-specific utility functions is themrffectiveness in controlling congestion; the adaptation of user
determined as follows: applications in response to changes in network conditions and
hence in the service price; and the effect of user utility functions
on user adaptation and resource allocation.

The protocol implementation and test-bed setup are discussed
Sections VII-A and VII-A.1, and results are presented and
alyzed in Section VII-B.

1. From the utility function for each applicationdetermine
the segment end-poits,: (I = 1,2, ..L*), with bandwidth
B};pt, atwhich the surplus (utility minus cost) is maximizeg
for that application. Let the cost of the targeted bandwid
be s, (Bop)- _

2. If thetota[pexpendlture needed for the system, A. Protocol Implementation

C! (B! ), exceeds the total system budget, go to ste . ,
3Zgls‘épg(t0;’ft) 4 getg IOThe RNAP Quotation Reserveand Commitmessages were
3. From all the applications that receive service at leviiPlemented as embedded messages in the REAIR Resv
lopt > lmin, find the application, .., with the small- anReva(Ejrnnhgssages. Th_e_RITIAQuerymlessage \I/vas hot im-
/ P i i o . plemented; this was not critical, since only a single service was
est slope in the surplus{— C;) from levellop, 10 Loy — 1 0q,.yailable to the user. RNAPuotation Reserveand Commit

(this corresponds to the smallest sensitivity of applicati : :
surplus to a reduction in bandwidth). Reduce the curre'rq{ormat'on were embedded in RSWAath ResvandResvErT

bandwidth allocation for this application to the next lowel1S52d€s. Sin€mmiimessages could not easily be sent peri-
bandwidth levell,,, = I 1) odically in this implementation framework, tifguotationmes-
pt = lopt — . . . . . . . . . .
. - ge carried periodic charging information (in tRece field)
. If the total system expenditure remains greater than tﬁ%tead of theCommitmessage. The RNAP negotiation period

system budget, go back to step 3. If there is excess bud &7 .
allocate the excess budget to the current victim applicati 5 set to be the same as the RSVP refresh penod, 30 seconds.
dThe sequence of messages was as follows:

(from step 3) to acquire as much bandwidth as permitte

by the budget. 1. RSVPPath messages, with embedded RNARiotation
information are sent periodically from the sender-LRN to-

wards the receiver-LRN. As Bath message passes each

node, thePrice field is updated to add the price computed

at the local node and the incremental charge for the previ-

ous period.

2. The HRN at the receiver receives tRath message and

The above algorithm is repeated for each possible combina-
tion of service-specific utility functions; each time, an optimal
transmission parameter set is obtained. The transmission pa-
rameter set with the highest total surplus is then selected.

B.4 Stability of the Pricing and User Adaptation Processes

Applications will re-negotiate network services when a price
guoted by the network changes or when the media traffic for-
mat changes, resulting in different bandwidth requirements. In
addition, a new application entering the network or an existing 3.
application leaving the network will also lead to resource re-
allocation. We show the stability of the process as applied to
our pricing algorithm in [40].

In Section VII-B, we will discuss a situation in which fre-
guent bandwidth adaptation by users sharing the same link bandr-
width leads to oscillatory behavior. However, this is seen to l?_g
alleviated by introducing a damping factor into the rate adap
tion algorithm, so that the bandwidth request is only changed

sends a RSVResvequest, with embedded RNAReserve
information. ThePrice received fromPathis copied into
the Price field of the Resvmessage, with th€rice:HRN
Datafield updated to indicate receiver information.
When a RSVRReswrequest is rejected, an RS\R&sVEIT
message is sent to the receiver HRN, with embeditz=d-
mit information. This information includes “bandwidth
available” information in thePrice:HRN Data— Maxi-
mum Ratdield.

svpdversion 4 from I1SI [31] was extended to support RNAP.
esource reservation on a link was performed using Class-
ased Queueing (CBQ) [32], as part of the ALTQ package [33].

: yPricing was done as follows. A RS\licy Elementcalled

guency with which the RNAP agent re-allocates resources
adjusts the price.

VIl. EXPERIMENTS

be minimized by éggregating RNAP requests, reducing the f?élgre Price Elementwas defined to hold the RNAPrice struc-

As with otherPolicy Elementsthe Price Elementwas

ague to RSVP and only understood by policy peers. The
Price Elementvas embedded within tHROLICY.DATAobjects
[30][29] of Path messagesResvmessages anResvErrmes-

sages.

In this section, we describe preliminary experimental resultsThe LRN at a node was implemented as part of the Local Pol-
demonstrating some of the important features of our work, uisy Decision Point (LPDP) proposed in the COPS architecture
ing a simplified implementation of RNAP. The implementatiof28][29]. The RNAP agent periodically computed a set of prices
was based on an extension of the RSVP signaling protocol, gfat the CL service) based on traffic through a link, by monitor-

carried out on a test-bed consisting of two nodes connected hipgithe CBQ states. It also maintained state information for each

10



S10 R1

Szo\:: 0 —r

R2

2N

Uiility/Cost ($/min)

S3 R3

Fig. 9. Testbed setup

» 200 400 coBa a sdcoh (kb,n)an 1200
- i (s
WhiteBoard

network bandwidth price

network bandwidih price

H

- Fig. 11. Utility functions used in the experiments of section VII-B.1 and VII-
RNB B.3
@ e T M S — . N
- RNAP ot etk b deman R A —————
‘ I1SC ‘ ‘ Reservation Agent‘ ‘ HRN ‘ NRN El

ents/Mb)
ents/Mb)

[C
(e

Price

Fig. 10. The architecture of the extended MINT system

tal bar

Total bandwidth reservation

5
5

T

RNAP session at the node. Congestion charge was levied bas1
on the total link usage relative to the total link bandwidth. )

Since the system offers only a single class of service, namely .
CBQ, we assume that the utility depends only on the bandwidth. g
In that class, delay depends on the allocated bandwidth and there: -
is no congestion-induced packet loss. i

F I R T T
Time (seconds)

’

Bandwidth res

A.1 Experimental Setup and Parameters

The test setup consisted of 2 routers (Ra and Rb) connectggl “ = # & = = = p2) ~
by a 10 Mb/s link, schematically represented in Fig. 9.
Three RNAP sessions were established end to end, and sharec ‘1
the same outputinterface of the link. To create differentlevels of - !
network load, a simple data source model was used in each ses-¢. 1
sion to continuously send UDP packets. The packet generation X

rate was tunable to allow user adaptation. 1
Out of the total capacity of 10 Mb/s, 4 Mb/s was configured ,
for CL service, The congestion threshold was set to 70% of thgy === & g = = = b3) T g
CL capacity (2.8 Mb/s). Background traffic was also sent using ~
best effort service. Fig. 12. Allocation of bandwidth and surplus for three competing users sharing

. . . . alink. a1, a2, and a3 show the results when the users all have the Utility 1
In addition to experiments using the simple source model to function from Fig. 11, and b1, b2, and b2 show corresponding results when

generate traffic, one set of experiments was performed usingthe users have the Utility 2 function from the same figure
traffic generated by a multimedia application - the Multimedia

Internet Terminal (MINT) [41] system. The audio and video apyqaptive behavior of audio and video applications belonging to
plication components of MINT, NeVoT and NeViT, support ratghe pMINT system.

adaptation. We extended the MINT system to couple the rat§n gach experiment, we study the behavior of the price in re-

adaptation process to RNAP negotiation. Each application Was,nqe to bandwidth demand, the influence of the price in driv-
represented by a Media Negotiation Agent (MNA). The MNA, 5aptation of user bandwidth requirements, and the “bene-
communicated application requirements a}nd' changes in requyj; -gained by the applications in terms of the surplus (or per-

ments to the HRN over a Resource Negotiation Bus (RNB). TRgjyed value of the service relative to its cost). We ascertain that

HRN was responsible for RNAP negotiation with the LRN, a3 giaple and equitable distribution of bandwidth is reached in
well as allocation of resources (sending rates) to the MNAS Ussch case.

ing the adaptation algorithm discussed in Section VI-B.3.
B.1 Bandwidth Sharing between Users

In the first experiment, we study the adaptive behavior when
We now describe a set of experiments which address the fapplications having the same utility function and belonging to
lowing issues: (i) the sharing of bandwidth between competiferent users compete for network resources. The same exper-

ing adaptive applications with identical utility functions; (ii) thament is performed with two different utility functions, Utility1l
sharing of bandwidth between competing applications with uténd Utility2, shown in Fig. 11.

ity functions reflecting different amounts of elasticity in band- Fig. 12-al, 12-a2, and 12-a3 show different aspects of adap-
width requirements; (iii) distribution of bandwidth among aptive behavior when Utilityl is used. Initially, in response to the
plications belonging to a single-user multimedia system so iagial price, each user determines that the optimal bandwidth
to maximize mission-wide value; (iv) the influence of specififgiving the maximum surplus) is 1000 kb/s. Since the total reser-
changes in the utility function on the bandwidth adaptation; (vation of 3000 kb/s made by the three users is higher than the

B. Experimental Results
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congestion threshold of 2800 kb/s, the network imposes an ad-
ditional congestion price, resulting in a gradual increase in the
price.

Fig. 12-al shows the initial increase in price, from 3.9
cents/Mb, until it stabilizes at 4.2 cents/Mb after about 150 sec-
onds (corresponding to 5 negotiation periods). Fig. 12-al also
shows the variation with time of the total bandwidth reservation,
and Fig. 12-a2 shows the variation with time of the individual T e
bandwidth reservations, and the maximum per-user bandwidth
that the user budget permits. As the price increases, each user
is constrained by its budget to decrease its sending rate in re-
sponse. As a result, the reserved bandwidth decreases smoothlys..
until the link becomes un-congested, and the price stabilizes. : -|
Fig. 12 a3 shows a gradual decrease in the surplus obtained by -
each user until the price stabilizes. All users are observed to £~
have nearly identical adaptation traces.

The second experiment uses Utility2 in Fig. 11. Utility2 dif- ~ o
fers from Utilityl in that the optimal bandwidth (at the initial @) =~ = fwewis  © 7 b)
un-congested link price) of 1000 kb/s differs only slightly from. . , .
the next sub-optimal bandwidth of 700 kb/s with respect to {Tr':: ' 'jﬁféiﬁ? ggg;:&egggﬁ:&n 3) and percelved surplus b) when all users have
perceived surplus.

In Fig. 12b, the adaptation traces are observed to be diﬁgﬁ'rplus values very close to each other (within 2 %). This is im-

ent from_ th"."t shown in Fig. 12a. Wh.e” the price increas rtant since we consider the perceived surplus, rather than the
the applications are constrained by their budget to reduce t hdwidth. as a measure of the user satisfaction
bandwidths initially. When the price increases to a certain value, ' '

the optimal bandwidth requirement for all the users (calculatgdy Bandwidth Sensitivity and Demand Elasticity
at slightly different times) shifts to 700 kb/s, since the increase ) ) . -
in cost for a larger bandwidth is higher than for a smaller bangd- N this experiment, we study the effect of different elasticities
width. Since the two optimal points in our example are very 4 user demand on user bandwidth sharing and adaptation, using
apart in bandwidth, and the perceived surplus of the two barifferent utility functions (Fig. 13) for different users. An utility
widths are very close, an oscillation between 2100 kb/s and 3dgfction with a smaller slope reflects a higher elasticity in the
kb/s was observed in the total bandwidth when this experimét@ndwidth requirement of the user. Fig. 14-a shows that the
was performed. user with the more elastlp requirementis more sensitive to price
To avoid this problem, a proportional plus derivative (pD§hanges apd reduces his resource requirement faster when the
controller [49] was used to reduce the oscillation. During eaé§tWork price increases. Correspondingly, Fig. 15-a shows that
negotiation period, instead of letting the requirement jump to@§ @ reward for elastic behavior, the average network charge for
new optimal bandwidth, the user shifts to a bandwidth betwell}e more elastic user is lower, while the three users have similar
the current one and the optimal one, resulting in temporarfigrceived surplus (Fig. 14-b).

sub-optimal operation. The PD control law regulates the band-Thus, users with less stringent bandwidth requirements ex-
width request as follows: press this flexibility through a less bandwidth-sensitive utility

function, and bear a greater share of reductions in bandwidth
for congestion-control. Users with more bandwidth-sensitive

User utilty/Cost (/min)

o w0

Fig. 13. Utility functions with different bandwidth sensitivity

* e |[SP(r*)—SP(r; . . . .
S { ri —ao(ri —r*) —ai(r; —ri—1), f % >0 requirements have to pay a higher charge during congestion to
T'is otherwise maintain their bandwidths at current levels.
(10)

B.3 Adaptation Across Media

wherer* is the desired optimal rate; is the rate requested for " this section, we look at how utility functions guide the dis-
negotiation period, andSP(xz) represents the surplus obtaine&"'bU“Q” of _bandW|dth across dlfferent'medla which are part of
by obtaining bandwidtlr. Quicker convergence is attained by multimedia system belonging to a single user. The results of
makingag large, while the overshoot is minimized by making
a1 large. In addition to the PD control, the bandwidth was al-
lowed to be adjusted only if the new bandwidth led to an in-
crease in surplus of at leas®6. In the experimentyg, a; and
0 are set separately as 0.4, 0.6, and 2%, which led to the quick
convergence without large overshoot.
Fig. 12b-2 shows that the bandwidth requirement of all three
users stabilized within seven negotiation periods, with different
users having different bandwidth shares. This is partly becauseJ g |y FE S N—
of the asynchronous user negotiation behaviors, and partly b& ) e
cause of the possible sub-optimal bandwidth (with of op-  Fig. 15. Network charges for different users a) and the total network bandwidth
timal) choice of some users. All three users end up with final demand and price b) when the users have different demand elasticity

N network bancuh treshold
=

total network bandwidih demand

200 network bandwidth price

ents/Mb)
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Fig. 16. Bandwidth reservation a) and perceived surplus value b) for adaptatieig. 19. Bandwidth reservation and perceived surplus for utilities scaled multi-
across media sessions in a system, all sessions having the same utility plicatively by different amounts

er surplus ($/min)

5
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Fig. 17. Resource reservation a) and perceived surplus value b) among ses$ighs20. Bandwidth reservation and perceived surplus for utilities shifted addi-
of a system with different bandwidth sensitivity tively by different amounts

two experiments are presented. by a weightw, and additive or subtractive shifting by an amount

In the first experiment, the system consists of three media sésThe experiment studies bandwidth distribution between mul-
sions, all of which have the same utility function, Utility1 showtiple sessions in a system belonging to a single user, though sim-
in Fig. 11. When the system budget is exceeded due to congt-results have also been observed with applications belonging
tion, the HRN adjusts the application bandwidths downward differentusers. _ _ _
according to the adaptation algorithm described in Section VI-Consider three media sessions belonging to a system, all with
B.3. Since all the applications have identical utilities, the tdhe same basic (un-scaled) utility function (we use utilityl of
tal system bandwidth is equally distributed between them at &iB- 13). Sessions 1, 2, and 3 are assigned scaling factors of 1,
times, as seen in Fig. 16a. 1.1, and 1.2 respectively. The resulting scaled utilities are shown

The second experiment is similar except that the three me#id’i9. 18a. o o
sessions have different utility functions shown in Fig. 13. Fig. Fig. 19 shows the variation of individual and system band-
17a shows that when the total optimal bandwidth requireméMidth allocations and perceived surpluses. Expectedly, when
for all the media sessions in the system exceeds the system Bli-adaptation is constrained by the system budget, an applica-
get, the media session with the more elastic resource dem#ff With a highei gets a larger bandwidth share because of its
will be assigned relatively less bandwidth so as to maximize thver elasticity of demand. _ .
overall perceived value. This is a similar result to that obtained\We now consider the effect of an offset applied uniformly to
in section VII-B.2 for multiple competing user applications. Iihe utility over all bandwidths. In Fig. 20b, the utility1 function
effect, the system regards a media session with more elastic(hich is the same as utilityl in Fig. 13a is shifted downwards
quirements as being more able to absorb bandwidth reducticid form utility2 and utility3. Three different sessions are as-
and “borrows” bandwidth from this session to give to other segigned different utility functions.

sions. The results shown on Fig. 20a shows that all three sessions
are allocated the same bandwidth though Fig. 20b shows that
B.4 Linear Operations on Utility Functions the allocation results in different values of perceived surplus.

This is because utility function represents the relative preference

of It?]esi(;[le?’num:l}éfﬁn \(I:vtieoﬂsz?rlgﬁlev:(l}és?Egrl:csi\?veigtr?gglétﬁosnhg%a the user for different bandwidths. The absolute value of the
ility is not important - the adaptation algorithm only searches

distribution. We now experimentally study the impact of Weor the bandwidth with the maximum perceived value relative to
linear operations on the utility function, multiplicative scahngtS cost

B.5 Adaptation in MINT

Finally, we examine the adaptive behavior of the audio
(NeVoT) and video (NeViT) applications in the MINT video
conference system. The utility functions for the audio and video
applications are shown in Fig. 21a.

At the un-congested link bandwidth price, the optimal audio

- bandwidth for MINT is 64 kb/s, and the optimal video band-
T e width is 384 kb/s. The MINT applications compete for band-
width with three single media applications belonging to differ-

b)

User utiity/Cost ($/min)
User utiity/Cost ($/min)

a)

[ b)
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been discussed in detail, but the pricing and charging mech-
anisms in the protocol are independent of the specific pricing
algorithm used.

We have proposed mechanisms for rate and QoS adaptation
by an application or multi-application system, based on the util-
ity (defined as user-perceived value) of a given combination of
transmission parameters, relative to the cost of obtaining the cor-
responding service from the network. The adaptation system
akes into account constraints imposed by the minimum appli-

ation requirements and the budget specified by the user, and
responds actively to changes in price signaled by the network
by dynamically adjusting network resource usage by the appli-
cation. In a multi-application system such as a video-conference
application, the framework allows the system budget to be dis-
tributed among the component media so as to maximize the
overall perceived value relative to cost. Some heuristics are dis-
cussed to simplify this process. The system budget is dynami-
Ly cally re-distributed among applications in response to changes
) meeeeon in price, as well as changes in the relative utilities with time or
Fig. 22. Individual bandwidth reservations and perceived surplus in the adag#ader different application scenarios.
tion of Mint applications Experiments based on a prototype implementation of the im-
portant RNAP functionalities have been described. It is ob-
The three user applications are started first, and reach stab#igyved that the usage-sensitive pricing can effectively reduce
at time 630 seconds with bandwidth allocations of 712 kb/s, 98 blocking rate at call admission time. Experimental results
kb/s, and 994 kb/s respectively. also show that perceived value based adaptation allows band-

At time 2000 seconds, the MINT video conference systewidth to be shared among competing users fairly. At the on-
is started, and it first requests optimal bandwidth allocation (64t of congestion, the bandwidth share of users with more elas-
kb/s + 384 kb/s). The total requested bandwidth exceeds tiiedemands (less bandwidth-sensitive utilities) is reduced, and
link congestion threshold, forcing the price up. It is observatle bandwidth shares of those with inelastic demands (or non-
the NeVoT bandwidth remains unchanged, and the NeViT barattaptive applications) remains fairly constant. However, users
width is reduced to 342 kb/s. The bandwidth share of the thregth elastic requirements continue to receive a fair level of per-
competing user application drops to 700 kb/s, 800 kb/s and 9@#ived surplus (perceived value relative to cost). The distribu-
kb/s respectively. User 1 has the most elastic bandwidth requiien of system bandwidth among multiple sessions belonging to
ment between 700 kb/s and 1000 kb/s, and therefore initialymultimedia system is also demonstrated. The effect of a PD
gets a smaller share. But it is less elastic above 700 kb/s, aadhtrol law is shown in minimizing oscillations and abrupt tran-
after the MINT applications are started, user 2, which has a reitions in the bandwidth adaptation. The effect of changes in the
atively greater elasticity near its current allocation, reduces itlity functions on resource distribution has been examined.
requirement the most. The above experiment demonstrates the
efficacy of the adaptation framework in allowing new sessions

network bandwidih price

juest (kbfs)

q

total network bandwidth demand

ation re
(cents/Mb)

Uiility/Cost ($/min)
Price (

Total bandwidth reserv:

=0 w0

1500 b) 500 100

. 21. a) Audio and video utility functions used for adaptation by MINT b
Price and total bandwidth variation in the same experiment

EJ 00 ]
Bandwidth (kbls) Time (seconds)

IX. ACKNOWLEDGMENTS

to join gracefully even when the network is highly loaded.

VIIl. SUMMARY

The overall objective of this paper has been to study a dy-
namic, usage and congestion dependent network pricing sysfgm
in conjunction with price-sensitive user adaptation. In addition
to this objective, we have also developed RNAP as a dynamic
resource negotiation platform for multiple delivery services and
environments. Our main focus in developing RNAP has been to
integrate service negotiation with network pricing. [3]

A pair of alternate protocol architectures has been described.
The RNAP-D architecture is based on a distributed, per-node
model, while the RNAP-C architecture concentrates the negaji
ation functionality at a centralized entity, the NRN. The archi-
tectures provide mechanisms for incremental price computation
at a single point in the network, collation of local prices in ord
to compute end-to-end prices along different routes, and com-
munication of prices and charges to the client. Several prigg
and charge collation mechanisms have been described for the
distributed and centralized architectures, and end-to-end pﬁé-
ing and charging across several administrative domains has aigo
been discussed. An algorithm for local pricing at a router has
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