
M A R C H  T E S T S  

TESTING SEMICONDUCTOR mem- 
ories is increasingly important b e  
cause of the high density of current 
memory chips (now 16 megabits 
and more), and also because older 
algorithms take so long to complete 
their testing. For instance, Galpat 
and Walking require test times 
on the order of n2 or r?n (where n is 
the number of bits in the chip). At 
that rate, assuming a cycle time of 
100 ns, testing a 16Mbit chip would 
require 500 hours for an n2 test and 
860 seconds for an order n3/2 test. 
Other older tests, such as Zerdne  
and Checkerboard,'*2 are of ordern, 
but they have poor fault coverage. 

To investigate better methods for 
testing semiconductor memories, I 
first survey march tests, which are of 
ordern, and then present asystemat- 
ic way to extend those tests. Next, I 
introduce functional faults and d e  
scribe a notation for functional faults 
for SRAMs. Using inductive fault 
analysis and physical defect analysis 
to demonstrate the likelihood of the 
proposed functional faults occumng, I 
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Many fault models for SRAMs and 
tests for faults of these models are 

available. This article gives a 
unified notation for these fault 

models and tests, and in addition 
the author shows the likelihood 

that the different types of faults will 
occur. Then the author discusses a 

set of march tests together with 
methods to make composite tests 

for collections of fault ms, 
Empirical results showing the fault 

coverage of the different tests 
enable SRAM users to choose the 

fault models of interest and the test. 

models that are important to a particular 
user, I also furnish proofs of their correct- 
ness and a unified notation. Finally, I 
present empirical evidence to support 

the effectiveness of the fault cover- 
age of these tests. 

The following discussion is direct- 
ed toward users of memory devices, 
rather than their manufacturers. B e  
cause they have better insight into 
the failure modes of their chips, 
manufacturers may be able to use 
shorter, more efficient tests; not so 
simple memory device users. Space 
limitations preclude discussion of 
parametric and dynamic tests. 

Fault models 
The functional model of an 

SRAM chip, which can often be 
found in the manufacturer's data 
sheets, consists of many blocks. 
Though each of the blocks of the 
sample model shown in Figure 1 
represents a particular function and 
may become defective, faults in 
certain blocks show the same fault 
behavior. For fault modeling pur- 
poses, the functional model then 
may be simplified to the reduced 
functional model of Figure 2 .  This 

model includes the address decoder 
(blocks A, B, and C of Figure l), the 
memory cell array, and the read/write 
logic (blocks E, F, and G of Figure 1). 
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Figure 1. Functional model of an SRAM chip. 

Figure 3. Address decoder faults. 

Faults in the address decoder. Ad- 
dress decoder faults (AFs) are faults in 
the address d e ~ o d e r . ~ , ~  We assume that 
AFs do not change the decoder into s e  
quential logic and will be the same dur- 
ing read and write operations. Figure 3 
shows the functional faults that can oc- 
cur in the address decoder. They are: 

Fault 1. With a certain address, no 
cell will be accessed. 
Fault 2. A certain cell will not be 
accessible. 

H Fault3. With a certain address, mul- 
tiple cells are accessed simulta- 
neously. 
Fault 4: A certain cell can be 
accessed with multiple addresses. 

Faults in the memory cell array. 
Many different faults can occur in a 
memory cell a r r a ~ . ~ . ~  These can be clas- 
sified as faults which involve only a sin- 
gle cell (such as stuck-at, stuck-open, 

Address 

Data 
Figure 2. Reduced functional SRAM chip 
model. 
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Figure 4. Six-device SRAM cell. 

WL 

transition, and data retention faults) and 1 
faults whereby a cell or group of cells in- 

The latter class is called coupling faults 
(CFs). CFs can be divided into inversion, 
idempotent, and state coupling faults. ~ 

Also, CFs may be linked. 
The following notation will help to d e  ~ 

scribe the faults just mentioned: 

S describes the value/operation 
sensitizing the fault; SE 

S, says that the sensitization ef- 
fect appears after a time T 

F describes the faulty value of 
the cell; F E  {O,  l} 

cSl,S2, ... S,,, -,;F> denotes a fault 
involving m cells. S 1 ,S 2, ... , 

describes the conditions 
denotes that a cell or line is in of the m -1 cells required to 
logical statex; x E {0,1} sensitize the fault in cell m (the 
denotes that the faulty value is faulty value is denoted by F); 
the value of the last read S, E {O,1,’l’,L,:} for 1 I i i m-1. 
operation 

? denotes a write 1 ‘wl’ In a stuckst fault (SAF), the logic val- 
operation to a cell containingao ue of a stuck-at cell or line is always 0 

1 denotes a ‘WO’ operation to a (an SA0 fault) or always 1 (an SA1 fault). 
cell containing a 1 The notation <lf/O> denotes an SA0 

1 denotes a ‘wX’ operation to a 
cell containing an x Astuckapen fault (SOF) means that a 

V denotes any operation cell cannot be accessed,6 perhaps b e  
< .... > denotes a particular fault cause of an open word line (WL). See 

denotes a fault in a single cell Figure 4. When a read operation is per- 

fluences the behavior of another cell. ~ IO, 1 ,U:} 

x 

L 

~ fault, and &/l> denotes an SA1 fault. 

cS/F> 

__ 
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Figure 5. Examples of linked faults: two 
linked CFids (a] and a CFid linked with a 
TF(b]. 

formed on a cell, the differential sense 
amplifier has to sense a voltage differ- 
ence between the bit lines (BL and BL) 
of that cell. In case of an SOF, both bit 
lines will have the same voltage level; 
consequently the output value pro- 
duced by the sense amplifier (SA) d e  
pends on the way it is implemented: 

w Operation of the SA is transparent to 
SOFs. When the SA has only a sin- 
gle input (it is implemented as a 
buffer rather than a differential am- 
plifier), an SOF will produce a fixed 
output value (always a 0 or always 
a 1). The SOF will appear as an SAF 
and therefore is detectable. 

w Operation ofthe SA is nontranspar- 
ent to SOFs. To broaden the read 
window, the SA may contain a 
latch. Then a SOF may have the ef- 
fect that the latch is not updated 
because the voltage difference b e  
tween the bit lines is too small. The 
previous output value is produced 
as the output value for the SOF. The 
notation for this fault is <‘d/L>. 

In a transition fault (TF), a cell fails to 
undergo a 0 + 1 transition (a <?/0 > TF) 
or fails to undergo a 1 + 0 transition (a 
< h l  > TF). Note that a single cell may 
exhibit a <?/0 > and/or a <J/l> TF. 

A data retention fault (DRF) occurs 
when a cell fails to retain its logical val- 
ue after some period of time.6 A DRF 
may be caused by a broken (open) pull- 
up device within a cell. Leakage cur- 
rents then will cause the node with the 

10 

broken pull-up device to lose its charge, 
causing a loss of information if a logic 
value was stored in the cell which re- 
quired a high voltage at the open node. 
Two different DRFs can be recognized 
(both may be simultaneously present in a 
singlecell):<lT/band+/l>. When both 
are present in one cell, the cell behaves 
as if it contains an SOF (because there 
will n g  be a voltage difference on BL 
and BL). Thus the test extensions for 
SOFs, in case the SA is nontransparent to 
SOFs, should be part of the test for DRFs. 

An inversion coupling fault (CFin)7-g 
involves two cells i andj; the fault is sen- 
sitized by a transition write operation 
(that is, an ? or a 1 write operation) to a 

occur with linked faults. In fault mask- 
ing, the fault effect disappears because 
when sensitized by one fault it is can- 
celed by another fault. For example, the 
march test ( 0 (wO);fl(d,wl)) can detect 
the CFid <?;Oh> of Figure 5a only when 
the CFid <?; l /b  is not present. 

Validity of fault models 
Tests can detect the presence of func- 

tional faults, but they take time and there 
fore money. Currently, testing accounts for 
about half the cost of memory chips, so 
tests should only be performed to detect 
those faults which are reasonably likely to 
occur. The likelihood fora particular fault 
depends on the technology used, the fea- 

particular cellj, Cellj is called the cou- 
pling cell, and inverts the contents of cell 

ture width, the circuit design and layout, 
and the variations in the manufacturing 

i, which is called the coupled cell. Two 
different CFins can be recognized: the 
<?;&> and the <J;’?> CFins. Between a 
given pair of cells i andj, both faults may 
exist simultaneously. 

An idempotent coupling fault (CFid)7-9 
involves two cells i andj. The fault issen- 
sitized by a transition write operation to 
a cellj, which forces the contents of an- 
other cell i to a fixed value (0 or 1). Four 
different CFidscan be recognized: <T;l/b, 
<?;Oh>, <J;l/b, and <J;0/1>. 

A state coupling fault (CFst)6 differs 
from the CFin and CFid because it is not 

process of a particular chip. This likeli- 
hood varies between chips of different 
manufacturers and even between chips 
manufactured in the same batch. We can 
use inductive fault analysis or physical d e  
fect analysis to determine this likelihood. 

Inductive fault analysis. IFA”J2 is a 
systematic procedure to predict all faults 
(defects) likely to occur in an integrated 
circuit. The effect of each defect can be 
translated into one or more of the func- 
tional faults. The IFA method consists of 
inserting physical defects into the layout 

sensitized by a transition write operation 
in the coupling cell but by some con- 
nection between two cells or lines. It is 
defined as follows: a coupled cell or line 
i is forced to a certain value x only if the 
coupling cell or linej is in a given state y. 
Between two cells or lines, four different 

of a chip. Two classes of defects can be 
distinguished: 

w Global defects may be caused by a 
too thick gate oxide, a too thin poly- 
silicon, mask misalignments, and so 
forth. They affect many chips on a 

CFsts can be distinguished: <0;0/1>, 
<0;1/b, <1;0/1>, and <1;1/0>. 

Linked fault.?.5)’o affect the same cell. 
In linked CFs, two or more CFs exist with 
the same coupled cell. Linked faults 
may occur between faults of the same 
type (see Figure 5a for two linked CFids) 
or between faults of different types (see 
Figure 5b, which shows a CFid linked 
with a TF). Unless special precautions 
are taken in a test, fault masking may 

wafer and are the main cause of 
dynamic faults.6 Such faults are out- 
side the scope of this article. 
Local defects (also called spot de- 
fects) are caused by extra, missing, 
or inappropriate material (for ex- 
ample, dust particles). Aspot defect 
affects only a single chip and caus- 
es a functional fault. 

Dekkel-6 has investigated the effect of 
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spot defects on 16-Kbit SRAM chips, 
manufactured with a 1.5-ym technolo- 
gy. He analyzed the effect of spot defects 
of different sizes for the memory cell ar- 
ray of the 16-Kbit SRAM chip. The spot 
defects then were translated into electri- 
cal faults, which in turn were translated 
into functional fault (see Table 1). 

From Table 1, which shows the effects 
of spot defects on the memory cell array 
(which is 80% of the chip area), we can 
conclude that SAF‘s contribute about 50% 
to the total number of faults. CFins were 
not found, while TFs and CFids only oc- 
cur with larger spot sizes. 

Physical defect analysis. Dekkefi ana- 
lyzed the physical defects in l ,  192 defective 
devices from nine wafers, produced in 
three different batches, using a light micro 
scope and ascanning electron microgmph. 
AsshowninTable2, theresultshowsalarge 
number of unidentified faults. Also, TFs 
hardly occurred, while SAFs account for 
about 60% and SOFsaccount for about 14% 
of the faults. In addition, CFids, CFsts, and 
DRFs all did occur in practice. Note that the 
vesults of Table 1 (based on IFA) and of Ta- 
ble 2 (based on physical defect analysis) 
both show the occurrence of the same 
functional faults (except for TFs), and that 
SAFs and SOFsare the dominant fault types. 

Concept of march tests 
Many types of tests for SRAMs have 

been proposed in the past. Currently, 
one family of tests, called march te~ts,8,~ 
has proven to be superior for test time 
and simplicity of the algorithms. 

A march test consists of a sequence of 
march elements. Amarch element consists 
of a sequence of operations applied to 
each cell in the memory, before proceed- 
ing to the next cell. An operation can con- 
sist of writing a 0 into a cell (WO), writing a 
1 into a cell (wl), reading a cell with ex- 
pected value 0 (IO), and reading a cell with 
expected value 1 (rl). After all operations 
of a march element have been applied to 
a given cell, they will be applied to the next 
cell. The address of the next cell is deter- 
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mined by the address order. Two exist: an 
increasing address order, from address 0 
to n -1 denoted by the fi symbol; and a d e  
creasing address order, from address n -1 
down to 0, denoted by the U symbol. 
When the address order is irrelevant, the 
0 will be used. [Note that for the ad- 
dress order any sequence may be used 
(for example., a pseudorandomly genemt- 
ed sequence), as long as the U address or- 
der uses the exact inverse address 
sequence (van de Goo?); R denotes the 
total number of addresses.] 

The MATS march test4 can bewritten 
as follows: { 8 (wO);fi(rO,wl);V(rl,wO)}. 
It consists of three march elements, MO 
through MZ. March element MI uses the 
f i  address order and performs an W ,  fol- 
lowed by a ‘wl’ operation on a cell b e  
fore proceeding to the next cell. 

Tests for SRAMs 
To detect all functional faults within a 

chip, one should test the address decod- 
er, the memory cell array, and the read/ 
write logic (see Figure 2). 

Tests for faults in the memory cell ar- 
ray will detect the same faults in the 
read/write logic, which means that no 
separate tests for the read/write logic are 
required. Also, tests will not be able to 
distinguish between faults in the memo- 
ry cell array and the read/write logic, 
that is, faults can only be detected and 
not l ~ c a t e d . ~ ~ ~ ~ ~  

Similarly, AFs will be detected by 
march tests for the memory cell array if 
they satisfy the conditions of Table 3.235 
The table shows that the march test 
should consist of at least two march ele 
ments which have opposite address or- 
ders. Note that the march test will 
contain other march elements such as 
an initializing march element 0 (WO)’, 
and so forth. The notation ‘...’ in the 
march elements indicates the allowed 
presence of any number of operations. 
In addition, read operations can occur 
anywhere (because they do not disturb 
the state of the memory), and any num- 
ber of march elements may be placed 

Table 1. Functional faults caused by spot 
defects. 

SAF 51.3 49.8 
SOF 21.0 11.9 
TF 0.0 7.0 
CFst 9.9 13.2 
CFid 0.0 3.3 
DRF 17.8 14.8 
Total 100.0 100.0 

Table 2. Validation of fault models. 

Devices (%I Fault I 

59.9 SAF’ 
14.1 SOF 
1.5 CFid 
0.8 CFst 
2.2 DRF 

21.5 ? 
‘Or toto/ device krilure 

Table 3. Conditions for detecting AFs. 

Condition March element 

1 ll(rx, ... ,WX) I 
~ 

2 V(rX, ... ,WZ) 

between the march elements of Condi- 
tions 1 and 2 of Table 3. 

There are many march tests optimized 
for a particular set of functional faults? 
The three most important march tests are 
MATS, March C-, and March B. 

MATS+. Equation 1 (in the box on 
page 12) shows the M A T S  algorithm! It 
requires 5.n operations and detects all 
AFs because the conditions of Table 3 
are satisfied (when x=O). In addition, all 
SAFs are detected because from each 
cell a 0 value is read (by the ‘ro’ opera- 
tion of march element MI) and a 1 value 
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M A R C H  T E S T S  

{Existing march test;l)el; $ [rO/wl); 

{Existing march test;Del 

is read by the ‘rl’ operation of M2. 
March C-. Equation 2 shows the 

March C-2 algorithm, which is an im- 
proved version of March C.9 March C- r e  
quires 1O.n operations and detects all 
AFs [because M2 together with M3 satisfy 
the conditions of Table 3 (when x=l)] . It 
detects all SAFs (for example, MI detects 
SA1 faults and M2 detects SA0 faults); it 
detects all TFs (for example, MI followed 
by M2 detects<?/@, and M2 followed by 
Msdetects <h-TFs). 

The following two steps show that 
March C- detects all unlinked CFins. 

The proof that March C- detects all un 
linked CFids is similar. 

1. Let Ci be coupled to any number o 
cells with addresses lower than 1 

and let Ci be the highest of thost 
cellsQ < i). 
(a) If Ci is <?’;$> coupled to Ci , the1 
MI will detect the fault. MI operate 
on Ci first, causing an ?’ transition 
thereafter MI will operate on Cianc 
a 1 will be read instead of the ex 
pected 0 value. 
@) If Ci is < L ; b  coupled to Ci, the1 

M2 will detect the fault. 

proof of (1). 
2. The proof for j>i is similar to the 

March C- also detects all C F S ~ ~ . ~  The 
proof has to show that any two cells i 
andjare brought into all four states [that 

each state the values of cell i and cell j 
are read. For example, state (1 ,O), denot- 
ed by Slo, is entered from S, through the 
‘wl’ operation into cell i of MI (see 
Equation 2). Thereafter the ‘r0‘ opera- 
tion of MI verifies the value of cellj. In 
addition, Slo is also entered from SI] 
through the ‘WO’ operation into cell j of 
M4; thereafter the ‘rl’ operation of M4 
verifies of value of cellj. 

March B. Equation 3 shows the 
March B alg~rithm.~ It requires 17. n o p  
erations and detects all AFs, SAFs, TFs 
(also when linked with CFs), CFins (un- 
linked and some when linked with 
CFids), and linked CFids. For a proof see 
Suk and Reddf or van de Goor.2 

is (bl E I(O,O>,(O,l),(l,0>,(1,1>1, and in 

Tests for stuck-open faults (SOFs). 
An SOF is caused by an open word line 
which makes the cell inaccessible. To 
detect <b’/L> SOFs (that is, SOFs with a 
nontransparent sense amplifier), a 
march test has to verify that a 0 and a 1 
can be read from evely cell. This will be 
the case when a march test satisfies the 
conditions of Table 4. There must be a 
march element in which the valuexand 
the value? are read from a cell, and an- 
other, or possibly the same, march ele- 
ment where the value X and the value x 
are read from a cell. For example, 
march element M I  of Equation 3, 
n(rO,wl,rl,wO,rO,wl), satisfies the re- 
quirements of Table 4. MATS of Equa- 
tion l ,  and March C- of Equation 2 can 
be modified to detect SOFs by extend- 
ing MI with an ‘rl’ operation and M2 with 
a ‘8’ operation. They will then have the 
form (rO,wl,rl) and (rl,wO,rO). 

The IFA-13 test6 { 0 (WO); fl(rO,wl,rl); 
l?(rl ,WO,rO);d(tQ,w 1 ,rl);d(rl ,WO,rO);Del; 
0 (rO,wl); Del; 0 (rl)} includes four ex- 
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tra read operations for detecting SOFs. 
Two are redundant, that is, one last ‘1-0’ 
and one last ‘rl’ operation of the march 
elements consisting of three operations 
can be removed. 

Tests for data retention faults 
(DRFs). Any march test can be extended 
to cover DRFs as well. The detection of a 
DRF requires that a memory cell be 
brought into one of its logic states. A cer- 
tain time must pass while the DRF devel- 
ops (the leakage currents have to 
discharge the open node of the SRAM 
cell). Thereafter the contents of the cell 
are verified. This test must be repeated 
with the inverse logic value stored into 

Note that <L;O/l> CFids for coupling 
cellsjwith a lower address than the cou- 
pled cell i can be detected by March C- 
(see Equation 2) by march element M4 
followed by M5. The IFA-9 test6 ( 8 (WO); 
f i (1 -0 ,~  l);lt(rl ,w~>;V(r~,w 1);V(rl ,wo);D~!; 
0 (r0,wl);Del; 8 (rl)} however, has a 
delay Del element between the march 
elements b(r1,wO) and 0 (~Qwl), 
which will cause <L;O/l> CFids to be 
masked by DRFs. In addition, the IFA-9 
test will not detect DRFs involving both 
nodes of a cell, in a chip using a sense 
amplifier that is nontransparent to SOFs. 

March G (most general march 
test). March G is a new test obtained by 

the cell to test for a DRF due to an open extending March B to cover DRFs and 
connection in the other node of the cell. 1 SOFs (see Equation 7).  March G consists 
The amount of time to wait depends on 
the amount of charge stored in the capac- 
itor of the node and the magnitude of the 
leakage current (which is difficult to d e  
terrnine). Empirical res~l ts~,’~ show that a 
wait time (called delay time) of 100 ms is 
adequate for the SRAM cells studied. 

Equation 4 shows how an existing 
march test, which leaves all cells of the 
memory array in state 0, can be extend- 
ed to detect DRFs. Assume that the exist- 
ing march test ends with all cells in state 
0; the Del elements represent the delay 
time which one must wait before apply- 
ing the next march element. When one 
suspects that both pull-up devices may 
be open, the DRF behaves as an SOF 
When the sense amplifier is nontrans- 
parent to SOFs, the existing march test 
must be extended according to Equa- 
tion 5 rather than Equation 4. 

Equation 6 shows a version of the 
March C- test that is capable of detect- 
ing DRFs. The test is not extended. In- 
stead, the Del elements are inserted into 
the existing March C- test of Equation 2 
toshorten the test (reduce the test time). 
This procedure has the disadvantage 
that fault masking may occur; for exam- 
ple, a CF may not be detected when the 
coupled cell also has a DRF because the 
DRF may mask the CF. 

of seven march elements and two delay 
elements. It requires a test time of 23.n + 
2.Del and is of interest when this larger 
test time can be tolerated for covering 
all faults discussed. Equation 8 shows an 
alternative version of March G. The two 
extra read operations in march element 
MI (which have been included in MI of 
March B to detect TFs linked with CFs) 
are distributed over M2 and M4 to make 
the test more symmetric and therefore 
somewhat better for BIST.I3 

Effectiveness of h e  functional tests 
VeenstraI4 has published fault cover- 

age results of applying functional tests to 
wafers with 16-Kbit SRAM chips; see Fig- 
ure 6. These results apply only to the par- 
ticular chips tested. However, because 
of the similarity between the different 
SRAM technologies and circuit designs, 
the results can be considered indicative 
for SRAM chips in general. Figure 6 
shows the results of 11 functional tests, 
applied to two different wafers (indicat- 
ed by the hatched lines under + 4 5 O  and 
-45O), consisting of the following: 

w Traditional The Zerdne,  
Sliding Diagonal, and GALCOL 
showed a poor fault coverage and 
will not be considered any further. 

Table 4. Conditions for detecting SOFs. 

1 Condition March element 

- ... , rx, ... , EX, ... 
... , rx, ... , rx, ... - 

I 
1 ’  2 

The very poor performance of the 
Ze rdne  test can be attributed to 
the fact that it cannot detect AFs. 
Tests for SAFs. The MATSOR and 
MATSAND (special versions of the 
MATS+ test) and the MATS+ test can 
detect AFs and SAFs, which ac- 
count for about 80% of the faults. 
Marching 1/01x2 is a traditional test 
which also can detect AFs, SAFs, 
and TFs. 

rn Tests for CFs. Figure 6 shows that 
March C (which is equivalent to 
March C-), March A, and March B 
cover almost all faults. 

w Tests for neighborhood pattem- 
sensitive faults. The TLSNPSFlG2 
(test to locate static neighborhood 
pattem sensitive faults in a type1 
neighborhood, using the twogroup 
method) can detect SAFs and stat- 
ic neighborhood pattern sensitive 
faults. Figure 6 shows that this is not 
a good fault model for SRAMs. 

IN wwr OF ~ E S E  FINDIWS, 1 propose 
the use of march tests for detecting SAFs 
and (linkedhnlinked) TFs and CFs, and 
have provided a notation for describing 
these tests. Also, I have provided require 
ments for march tests to detect AFs and 
SOFs (when they are nontransparent to 
the sense amplifier), as well as extensions 
for march tests to allow for the detection 
of DRFs. Empirical resultsshow the effec- 
tiveness of the proposed tests. The SRAM 
user now should have a set of tests and 
methods to extend those tests such that 
they can select and compare the tests for 
the faults of interest. Note especially that 
a new test (March G) described here d e  
tects all faults discussed in this article. 
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Figure 6. Fault coverage of some tests. 

While these tests apply only to bit-wide 
memories, which allow only external ac- 
cess to a single bit, they can easily be ex- 
tended to word-wide memories! Space 
limitations precluded discussion of DCand 
AC parametric  test^,^)'^ I,, tests,2,16 and 
tests for (dynamic) recovery faults? (for ex- 
ample, sense amplifier and write recover- 
ing faults). In addition, DRAMS require 
tests for neighborhood pattem-sensitive 
fau1ts.2J7 @ 
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