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ABSTRACT

Content delivery over the Internet needs to address both the multimedia nature of the content and
the capabilities of the diverse client platforms the content is being delivered to. We present a
system that adapts multimedia Web documents to optimally match the capabilities of the client

device requesting it. This system has two key components:

(1) A representation scheme called the InfoPyramid that provides a multi-modal, multi-resolution

representation hierarchy for multimedia.

(2) A customizer that selects the best content representation to meet the client capabilities while

delivering the most value.

We model the selection process as a resource allocation problem in a generalized rate-distortion
framework. In this framework, we address the issue of both multiple media types in a Web
document and multiple resource types at the client. We extend this framework to allow
prioritization on the content items in a Web document. We illustrate our content adaptation
technique with a web server that adapts multimedia news stories to clients as diverse as

workstations, PDAs and cellular phones.

Keywords. Multimedia, Internet, content adaptation, transcoding, compression, rate-distortion,

universal access, information appliances.



1. INTRODUCTION

Network appliances, or information appliances, are computing devices that are network enabled.

They typically have fewer resources than personal computers and are geared towards a limited

number of applications. Some current examples of network appliances are hand-held computers

(HPCs), persona digital assistants (PDAS), set-top boxes, screen telephones, smart cellular

phones and network computers. In “ubiquitous” or “pervasive” computing, consumers will use
different network appliances to connect to the internet for different applications, from
entertainment to banking, from different settings, from living rooms to cars. Sources, such as The
Economist [1] and IDC [2], predict that the sales of network appliances will significantly outstrip
that of personal computers after the year 2002. Therefore, within a decade, network appliances

will replace personal computers as the client device of choice for viewing Web content.

Currently multimedia content is authored with the personal computer as the target client device.
Web documents, which have rapidly become the largest deployed form of multimedia, are also
authored specifically for personal computers with reasonable wired network connections.
However, network appliances are very different from the typical PC on a modem or LAN. The
network appliances vary widely in their features such as screen size, resolution, color depth,
computing power, storage and software. They also use a variety of network connections ranging
from cable to mobile, with different bandwidth, connection characteristics and costs. For
example screen sizes for PCs are in the 800x600 to 1024x780 pixels range, for HPCs in the
480x240 to 640x240 range, for PDAs in the 160x160 to 320x240 range, and for smart cellular
phones and pagers about 20x5 characters. Screen colors range from 24 bit and 8 bit color to 4 bit
and 2 bit gray-level. The network bandwidths range from 10 Mbs for ethernet LANs to 28Kbs
for phone modems, to effective rates of 1 KBs for CDPD wireless modems [7]. The diversity of
these devices will make it difficult and expensive to author multimedia content separately for
each individual type of device. Therefore, technologies that can adapt multimedia content to

diverse client devices will become critical in the coming pervasive computing era.



In this paper we present a system that adapts multimedia Web content to optimally match the

resources and capabilities of diverse client devices. This system employs two key technologies:

1. A progressive data representation scheme called the InfoPyramid [25]. Content items on a
Web page are transcoded into multiple resolution and modality versions so that they can be
rendered on different devices. For example, avideo itemistranscoded in to a set of images so
that it can be rendered on a device not capable of displaying video. The InfoPyramid
provides a multi-modal, multi-resolution representation for the content items and their

transcoded versions.

2. A customizer that selects the best versions of content items from the InfoPyramids to meet
the client resources while delivering the most “value.” The customizer allocates resources on
the client among the items in the document. This resource allocation results in the selection
of the appropriate resolution or modality of the content items. If the client has limited
resources (such as a PDA or pager), some of the content items may not get any resources
assigned and thus not be delivered to the client. We propose a vabwelesource
framework for the customizer. This value-resource framework allows us to design and

analyze a number of content adaptation strategies.

We illustrate this content adaptation with a multimedia news delivery system that adapts to

clients ranging from workstations to cellular phones.

1.1 RELATED WORK

Much work (for a small sampling, see [3,4,5,6]) has been done on adapting video to bandwidth
variations, and sometimes screen size, by selecting a suitable compression scheme. These
systems consider only a single type of media, not composite multimedia documents. Also, while
a range of bandwidth variations is accounted for, drastically different clients, such as those that

can not handle video, are not addressed.



Web content adaptation can be performed either at the server, at the client, at an intermediate

proxy, or some combination of the three.

Some client devices adapt content at the device. For example, Windows-CE devices change
color-depth (for example, from 24 bit color to 4bit gray-level) of images. The drawback is that
network appliances have low network bandwidth, which resultsin slow access to pages with rich
multimedia content. Another problem is that network appliances are often restricted in their

computational power, which makes content adaptation at the device slow, or even impossible.

Most content adaptation systems[7,8,9,10,11,12,13,14,15,16,18] are http proxy based. The proxy
intercepts client device’s requests for Web pages, fetches the requested content, adapts it and

sends the adapted version to the client. This content adaptation is often teangmbding”.

In the TranSend project [7] a proxy transcodes Web content on the fly. The adaptation, which
they term “distillation,” is primarily limited to image compression and reduction of image size
and color space. Postscript documents are converted to HTML. In [8], video is also converted
into different frame-rates and encodings using a video gateway [6]. A “refinement” mechanism
allows clients to request the original version of the content. Further reports of this work are
provided in [9,10]. Based on this work, a company, Proxinet [16], has been started that provides

a proxy which customizes content for a special browser on the 3Com PalmPilot (TM) [17].

Bickmore and Schilit [11] also propose a proxy based mechanism. Images are scaled by pre-
defined scaling factors. The emphasis of the work is on textual, specifically HTML, content.
They use a number of heuristics and a planner to perform outlining and elision of the content to

fit the Web page on the client’s screen.

The Spyglass Prism (TM) [13], a commercial product, is another transcoding proxy. It
compresses (JPEG) images and changes the size and color depth of images. It also performs
some HTML filtering and modification, like removal of Java and JavaScript, and conversion of

tables to lists.



AvantGo [18] offers a solution similar to Proxinet. They have a special browser for the PalmPilot
and a content adaptation system that is deployed on a PC. The transcoder at the PC downloads
Web content and customizes it for the PalmPilot browser. When the PalmPilot is “synchronized”

with the PC, the transcoded content is transferred to it for offline browsing.

Content adaptation upstream of the client results in a faster response time [7,8]. If the client has a
slow link to the transcoding proxy, and the proxy has a fast link to the Web servers providing the
original content, then the client device sees a faster response time even with the added time taken
for adapting the content at the proxy. Based on this observation, Intel launched the QuickWeb
(TM) [12] service that compresses images at a proxy. There is no customization for different
client devices. The sole purpose of the service is to improve response times for PCs connected
over slow links such as modems. This improvement in response time is even more significant
when the adaptation is performed at the Web servers, where the transcoded content can be pre-

cached.

These transcoding proxies typically consider a few client devices and employ static, ad-hoc,
content adaptation strategies. A common policy [7-13] is to scale all images by a fixed factor.
Thus, these transcoding proxies fail to dynamically address the variation in the resource
requirements of different Web documents. The set of client devices will also grow more diverse.
Certain resources, such as effective network bandwidth, costs and patience of the users can be
different for similar client devices. The static adaptation policies used by these systems do not

handle well this variability in Web content and client resources.

A Web document is a multimedia document composed of various components in different media.
None of the existing transcoding systems (with the possible exception of [11, 14]) consider the
requirements of the entire Web page or relationships between the components. Each component
is transcoded separately. Also, these systems only consider transcoding within the same
modality. For example images are transcoded only to images and video to video. This limits the

client devices that can be supported.



In this paper, we propose a content adaptation framework that dynamically accounts for resource
requirements of the complete Web page and its individual components. It selects from a number

of different possible transcoded versions of the content, ones that provide the “best value” within
the constraints of a client's resources. This system also considers transcoding between
modalities. We provide a theoretical framework in which various content adaptation policies can

be formulated and analyzed.

One big benefit of the proxy approach is that it is totally transparent to the content providers;
they do not have to change the way they author or serve content. However, there are a number of

drawbacks to this approach:
1) Content providers have no control over how their content will appear to different clients.

2) There may be legal issues arising from copyright that may preclude or severely limit the

transcoding by proxies.

3) HTML tags mainly provide formatting information rather than semantic information. In
addition, web pages are growing increasing complex. These factors limit both the quality

and the amount of customization that proxies can provide.
4) On the fly transcoding is difficult to apply to many media types such as video and audio.

In this paper we present an alternate solution that extends the Web server deployed by a content
provider. In this system, the content author can lay the transcoding policies and control the
adaptation process. Also, the content author can edit and replace the transcoded versions of
content items generated by the system. This control of the customization overcomes problems of
publisher control and copyright issues faced by transcoding proxies [7-18]. The content is
authored in XML [23], allowing the author to provide more information to the transcoding and
customization system than can be deduced from an HTML page. The key benefit of this server-
based system is that due to the guidance provided by the author, significantly greater level of
customization can be performed than is possible in transcoding proxies. The systems generates
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transcoded versions of the content items prior to any requests, thus it can handle media items
such as video and audio which are difficult to handle in proxies. This offline transcoding also
leads to lower response latencies than proxies. The server shares the benefit of transcoding
proxies in speeding content delivery as the customized content is often much smaller than the

original content.

1.2 OUTLINE

We first present the overall architecture of the systemin Section 2. In Section 2.1 we describe the
multimedia content the system handles. In Section 2.2 we define the client capabilities
considered. The InfoPyramid, described in Section 2.4, provides a multi-modal, multi-resolution
representation hierarchy for multimedia. The raw content components, such as text, audio,
images, video, etc., are ingested by the system into InfoPyramids. Next, the results of analysis of
the content, outlined in Section 2.3, are added as meta-data. The transcoding modules, described
in Section 2.5, are then used to populate the InfoPyramid structure with multi-resolution, multi-
modal versions of the content. Each content item is thus represented as a hierarchy of

InfoPyramids.

The number of possible renditions of the multimedia content is potentially combinatorial in the
number of content elements. When a request is received from a client, its device capabilities are
retrieved. Section 2.6 describes how the customization module uses the client device
characteristics as constraints to dynamically pick the best content representation. The best
representation is the one that maximizes content value for that client device. This customized
content is then further formatted for the client device and delivered (Section 2.7). A cache,
employed to reduce response latency, is described in Section 2.8.

In Sections 3 through Section 5, we describe the customization process (Section 2.6) in detail. In
Section 3, we introduce the notion of content value in a rate-distortion framework. In Section 4
we describe the use of resource alocation for selection process. In Section 5 we extend the
adaptation mechanism to handle priorities and multiple resource types and discuss limitations of

the current system.
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Figure 1. Internet content adaptation system architecture

In Section 6, we present an implementation of the content adaptation system in a Web server that
dynamically adapts Web documents to client resources [19]. We demonstrate how this server
adapts multimedia news stories to the varying resources on clients ranging from workstations on

LANsthrough PDAs to cellular phones and pagers. In Section 8, we present a summary.

2. SYSTEM ARCHITECTURE

The content adaptation system is an extension to a Web (http) server. An overview of the system
architecture is shown in Figure 1. The content source contains the multimedia content to be
delivered by the Web server. First, content is analyzed to extract meta-data used in guiding
subsequent transcoding and selection processes. Based on the capabilities of the typical client
devices, different transcoding modules are employed to generate versions of the content in
different resolutions and modalities. A novel data representation, the InfoPyramid, is used to

store the multiple resolutions and modalities of the transcoded content, along with any associated



meta-data. This transcoding is done off-line, during content creation time. When the Web server
receives a request, it first determines the capabilities of the requesting client device. A
customization module then dynamically selects from the InfoPyramids, the resolutions or
modalities that best meet the client capabilities. This selected content is then rendered in a
suitable delivery format (for example, HTML) for delivery to the client. A cache that stores these
client specific versions of content is used to improve response times. In the following sections,

we describe these processes in detail.

21 CLIENT DEVICES

The types of devices that can access the Internet are rapidly expanding beyond the workstation
on LAN that most multimedia Internet content is authored for [1,2,7]. One can now use personal
digital assistants (PDA) such as the PalmPilot (TM) and Sharp Zaurus (TM), handheld personal
computers (HPC) such as the Psion and numerous Windows-CE machines, various internet
capable phones such asthe AT& T Smartphone (TM) (cellular) and Screenphone (wired), set-top
boxes such as WebTV etc. to browse the Web. Even traditional computers such as workstations,
laptops and PC may vary widely in their display and specialy in their network bandwidth. The
browsers designed to meet the special needs of handicapped people can be modeled as client
devices with specific capabilities [20]. For example, a speech browser for the blind may be
modeled as a device that only supports audio. Thus, we see that to fulfill the promise of universal

access to the Internet, devices with very diverse capabilities need to be catered to.

Currently, the system considers the following client device characteristics:

1. Screen.
a) Size: width and height in pixels.
b) Color depth: color/monochrome and bits/pixel.
2. Network bandwidth. Currently, the system is told the effective network bandwidth to the

client. In the future, we plan to incorporate some mechanisms for sensing the actual

bandwidth to the client.



3. Payload. We define payload as the total amounts of bits that can be delivered to the client for
the static parts of a Web document. For streaming media this includes only the initial buffer
space required before the media starts playing, not the size of the mediaitself. The payload is
defined as the product of the network bandwidth and the time the client is ready to wait
(bandwidth* wait-time) before the complete Web page downloads. For storage constrained
devices, the payload will be defined as the storage space.

4. Capabilitiesfor displaying video/audio/image.

The system can determine the client device capabilities and resources by a number of
mechanisms. The User-Agent fields in the HTTP request header contain information about the
browser and often the operating system. Windows-CE devices aso specify the screen size, color
depth and processor. Standardization efforts are under way to allow these request fields to
contain more information about the client device. Many sites require users to login, or place
cookies at the user allowing client capabilities to be retrieved from stored profiles. The client
may also specify their capabilities explicitly through forms or applets. Our system uses al these

sources of information to determine client capabilities.

2.2 CONTENT

The content consists of a set of multimedia documents. While the system described in this paper
can be applied to various types of multimedia documents, we will restrict our discussion to Web
pages. The content is authored in XML [21], which allows a descriptive markup of the content.
We aso provide an ingestion module that takes in HTML documents and generates an XML
document. The author can then add annotations in XML to this new XML document. The XML
content is converted to HTML prior to delivery. For content authored in HTML, we are also
working on an extension to HTML that allows the author to introduce more information for
content customization using XML. This extended HTML will also allow this content adaptation
system to be deployed at proxies.
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The multimedia Web document W is composed of a number of component items A, W ={A},
I =1,n. Each item can be an atomic unit of media, such as an image or avideo clip. An item can

also be composed of other items, for example a document can have a number of stories as content
items, and each story item may be composed of image items, text items, etc. For simplicity, we

will first consider only atomic content items, and then, in Section 5.2, deal with composite items.

2.3 CONTENT ANALYSIS

The authored content is analyzed to extract information that will be useful in transcoding and

customization. Two types of content analysis are performed.

Each atomic item A of the document is analyzed to determine its resource requirements. The
types of resources considered are those that may differentiate different client devices. We

determine the following resource requirements:

1. Content size in bits. For content items such as images, thisis simply the size of the file. For
streaming content items such as video or audio, thisis the buffer space required on the client

device.

2. Display size such as height, width and area. Images and video usually have fixed heights and
widths. Text items may not have fixed width and height, but display area may be computed
from assumptions about font sizes and layouts. For items such as audio, the display size for

the “plug-in” or control is used.

3. Streaming bit-rate. The streaming bit-rate for static content, such as text and images, is zero.
The streaming bit-rate for video and audio is the minimum bit-rate required to properly

support their transport.

4. Color requirements. This determines the number of colors the client display needs to properly

display that content item.

5. Compression formats.
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6. Hardware requirements, such as display for images, support for audio and video.

The semantics of the content items are determined in the context of the entire document. We
currently analyze images to determine their type and purpose [22,23]. Image can be of seven
types ranging from black and white graphics to color photos and combination of color graphics
and photos [22]. We aso detect the purpose of the image on the page [23]. For example, we
detect if an image isrelated to the content or if it is decorative. We detect the type of an image by
extracting HSV color features and use a decision tree for classification [22]. Image purpose is
detected by applying a rule induction engine on the image type, document context and related
text [23]. Thisanalysis allows us to improve image transcoding by selecting policies according to

image types and purposes [22].

24 INFOPYRAMID

Multimedia content description is key to various tasks, such as searching, filtering and delivery.
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Figure 2. An InfoPyramid for avideo item.
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MPEG 7 [24] is working on standards for multimedia content description. The InfoPyramid [25]
is a framework for aggregating the individual components of multimedia content with content-
descriptions, and methods and rules for handling the content and content descriptions. The
InfoPyramid describes content in different modalities, at different resolutions and at multiple
abstractions. In addition, it defines methods for manipulating, translating, transcoding, and
generating the content. We use InfoPyramids to represent content at multiple modalities and
resolutions so that it can be rendered on a variety of devices. Figure 1 shows a simplified

InfoPyramid for a video.

Multi-modal: Multimedia content is usually not in a single media format, or modality. A video
clip can contain raw data from video, audio in two or more languages, and closed captions. In
medical arena, MRI, CT, PET, and ultrasound can be captured for the same patient, resulting in

multiple 3D scans of the same content.

For certain devices, the appropriate content modality may not be available. The required
modality may be generated by transforming other modalities. For example, a video clip can be

transformed into images showing key-frames [36], while text can be synthesized into speech.

Multi-resolution: Each content component can aso be described at multiple resolutions.
Numerous resolution reduction techniques exist for constructing image and video. Features and
semantics at different resolutions can be obtained from raw data or transformed data at different

resolutions, thus resulting in afeature or semantic pyramid.

Multiple-abstraction levels: The abstraction levels describe features and data in a hierarchical
fashion. For example, one hierarchy could be features, semantics and object descriptions, and
annotations and meta-data. A hierarchy within the color histogram feature could be a color
histogram with 512 bins, one with 16 bins and the average color value. For content adaption, we
store meta-data such as size, color, bandwidth requirements, publisher preferences, etc., for each
constituent element. This meta-data may be supplied by content analysis (Section 2.3) and/or by

the content author.
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Methods and Rules: Methods generate content descriptors from the features of the data, or
analyze, manipulate, provide modality trandation, or process the data in various ways. In
addition, the InfoPyramid may have rules to provide flexible application of the methods.
Methods and rules provide linkage between different modalities, resolutions and abstractions.
For content adaptation, we consider procedures and rules for trandating and summarizing
(transcoding) between modalities and resolutions. These transcoding modules are detailed in
Section 2.5.

The InfoPyramid concept can be further generalized by using other axes such as fault/loss
tolerance, numerical complexity, interaction modality, etc. Rather than forcing a strong
separation between the data and the content description meta-data, the InfoPyramid offers a

continuum between the data, various abstractions of the data, and content description data.

Definitions: From each original item A, in the Web document W ={A}, an InfoPyramid
M, = {M ' } j =0,m, is computed by transcoding A into j versions with different resolutions
and modalities’. We will denote the original version by M,, = A. We also introduce a null

version, which corresponds to the item being deleted from the delivered content, by M, =¢.

2.5 TRANSCODING

Content transcoders populate the InfoPyramid structure with multi-resolution, multi-modal
versions of the content. For example, in Figure 2, the video is transformed to images by
extracting a set of key frames[36]. Audio is also extracted from the video. Each of the modalities
Is then represented at different resolutions, bit-rates, color depth etc. We have implemented a
number of transcoding modules for handling video and images and imported others for text,
images, video and audio. The system is designed to allow third party content transcoders to be

plugged in. We also perform analysis of the content [22,23] to guide the transcoding process

! In the following discussion, we will often usiéemi” as a shorthand fotrffoPyramid of the item i.”
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(Section 2.3). The systems performs the following transcodings of content along the dimensions

of resolution and modality (Figure 2):

I mages.
Resolution - Spatial size reduction, color depth reduction, lossy compression.
Modality - Related text, embedded text, semantic labels.
Video:
Resolution - Spatial and temporal resolution, lossy compression.
Modality - Key-frame images, audio track, closed captions.
Text:
Resolution - Key-terms, text summarization, document headings.
Modality - Speech synthesis, language trand ation.
Audio:

Resolution - Bit-rate reduction, sampling rate change, stereo to mono.

Modality - Speech recognition.

These transcoding modules are guided by the capabilities of the typical client devices (Section
2.1) that will be requesting the content. For example, if we have low bandwidth devices, the
images will be compressed further, video will be converted to key-frames, etc. If we have client

devices that have black and white screens, the images will be converted to black and white.

The transcoding is done off-line, unlike in previous proxy based systems [7-18].

2.6 CUSTOMIZATION
The customization module uses the client device characteristics as constraints to pick the best
content representation. The best representation is the one that maximizes content value for that

client device. This customization processis detailed in Section 3 through Section 5.
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The InfoPyramids represent the transcoded resolutions and modalities of the component
multimedia items. From the InfoPyramids, the customization module selects the final ensemble
such that it optimally satisfies all the client’s resource constraints. This content selection is
performed dynamically in response to a request. Thus, the customization is able to account for

any time varying client resources such as effective bandwidth and storage.

The customization utilizes a value-resource framework, which is generalization of rate-distortion
(Section 3). We then solve the problem of generating a version of a Web document that provides
the most “value” to a client within the client’'s resource constraints. In Section 4, we model the
selection problem as one of optimal allocation of the resources on the client among the different
versions of the multimedia items of the Web document. We show that different models for the
relationship between the value and the resource requirements lead to different optimal resource
allocation strategies. In Section 5, we present extensions to the optimization process to (1)
account for the importance of each item and (2) to jointly satisfy different class of resources,

such as display area and bandwidth.

2.7 RENDERING

When the server receives a request from a client, it (1) looks up the InfoPyramid that corresponds
to the request, (2) determines client capabilities, and (3) forwards the InfoPyramid and the client
profile to a customization module. The customization module selects the InfoPyramid content
items that best suit the client. This results in an XML [21] document. This XML document is
then rendered in HTML or, potentially, into other formats such as Lotus Notes(TM), or
PalmPilot(TM) prc files. The HTML page delivered to the client has appropriate textual elements
incorporated and links to the right media versions. Thus, subsequent requests to the media

elements included in the page do not entail any processing overhead at the server.

2.8 CACHE
When a customized Web page is delivered to the client, it is also stored in a cache. Every time
the system sees a client with a new set of capabilities, it generates a new client id and stores the

client capabilities under that client id. The cache associates the customized content with the
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client id, thus effectively associating it with the specific client capabilities the content was
customized for. When the system receives a request for a document, it first checksif a client with
the same capabilities made arequest previously, and if so, retrieves the corresponding client id. It
then asks the cache to check if a customized copy for the requested document exists for that
clientid. If acopy existsin the cache, the document is delivered from the cache, otherwise a new
customized document is generated. The cache implements the usual checks on the temporal
validity of the documents. Since, for a busy site, the number of requests for a document is
typically much larger than the number of different client devices, the cache can result in

significant improvement in response times.

Temporal variations in resources on the client, such as bandwidth, CPU resources, storage, etc.,
will reduce the cache hit ratio. To effectively handle this, the cost of performing customization
versus the variation in the resources will need to be considered. Our system currently performs
customization again if the resources for the requesting client differ from the cached versions.
Alternatively, one can group clients with very similar capabilities under the same client id. We
will also explore the possibility of storing partial InfoPyramids based on customizations
performed for clients, and using these to for subsequent customizations, thus reducing the search

space for the customization.

3. CONTENT VALUE

Image or video compression can be viewed as adapting the content to meet bit resource
constraints. One framework for compressing to meet bit resource constraints [26,28] has built on
the rate-distortion (R-D) theory due to Shannon [27]. Rate-distortion theory deals with the
minimum bit-rate R needed to represent a source with desired distortion D, or alternately, given a
bit-rate R determining the distortion D in the compressed version of the source. The rate-
distortion framework is employed in many image and video compression systems, for example
[26,28,29,30,33]. We generdize rate-distortion theory to a value-resource framework by
considering different versions of a content item in an InfoPyramid as analogous to different

compressions, and different client resources as analogous to the bit-rate.
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Distortion is typically measured as the mean squared error (MSE) between the source and its
compressed version. One problem with the MSE based distortion measure is that it may not
correspond to the perceived loss of fidelity [31]. However, a bigger drawback is the difficulty of
formulating a meaningful distortion measure when the adaptation is drastic. For example, it is
difficult to measure the loss of fidelity when a video is transcoded to a set of key frames or

transcoded into its textual transcript.
To overcome this problem, we introduce a subjective measure of fidelity which we call value.

_ percieved valueof transcoded version M

Definition: Value V(M, ) - )

percieved valueof origina M .

V= [1 fororiginaitemM
B B’) when theitemisexcluded M,

v Ofo1],
The benefit of V is that we have a measure for fidelity that is applicable to transcodings of media
at multiple resolutions and multiple modalities. This aso allows us to compare document items
that were in different media types. However, the drawback is that we still do not have a
computational mechanism for determining V. The value V can either be assigned by the author
for each transcoding, or we can assume some arbitrary functional relation between V and R, the
resource utilized. In the special case where we can measure the distortion D of all the versions,

and the distortion for the null version is assumed to be infinite, we have

1
1+D

VE ~(2)

The value/distortion is neither an easily estimated metric, nor isit uniform across different people
with diverse interests. In general, it will aso be difficult to manually assign values to different
transcodings. The content value is a useful construct that helps us analyze various dynamic
content adaptation policies in a theoretical rate-distortion based framework and draw parallels

with compression.
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4. RESOURCE ALLOCATION

We can then model the content adaptation as the following resource allocation problem:
0
maxEZVi o suchthat 3R <Ryp ~(3)
| D |

where V, D{V(M ij)} and R D{ R(M i )} are the values and resources used by the i item M, of
the multimedia document. While V, and R are discrete, we will first consider them to be

continuos, and then deal with the discrete case. R, 1S the maximum resource available at the

client.

Let the value V, be some function of the resourceR, i.e. V, = f, (R ) We convert the above

constrained optimization problem to an unconstrained optimization problem by considering the

Lagrangian [32]:
L(R,A)= Ezvi + AR - SR Hwith 420 ()
I |:| I m

Then if R, isan optimal solution to Equation 3, there exists a A, such that OL(R,A)=0. Thus,

the candidate solutions for the maximum are given by

Given that the items, and thus their values, are independent of each other, we get
S—FI; = %I'j) - A . Therefore, the candidate solutions to Equation 3 are given by
df,(R)_df,(R)_  _dfi(R)
drR, dRr, drR




Workstation/LAN

PC/Dialup

TV Browser

Gray PDA

BW PDA

Text
Browser

Image “ “bridge”
Color 24 bit color 24 bit color 256 colors 4 bit grg B/W
Size 256x256 192x192 128x128 96x96 64x64
Bits 34KB 23KB 8KB 4KB 0.6KB 0.01KB
Value = 4
RUF*Bytes 1.0 0.68 0.24 0.12 0.02 0.0003
Value =
RUF* 1.0 0.96 0.86 0.79 0.61 0.22
In(Bytes)
Value =
RUF* 1.0 0.84 0.48 0.34 0.13 0.017
Sqrt(Bytes)

Figure 3 Table showing value V for different functional relationships between value and resource
used in terms of bytes.

41 ANALYTIC FUNCTIONS

Content value, as an aternative to distortion, makes it possible for authors or users to specify

value judgements about various transcoded versions of the content. However, manually assigning

the values is not a practical proposition in most scenarios. To mitigate this problem, we

introduced functional mappings between content value and resource utilization. This is not to

suggest that there actually exist such a simple mechanism for assigning value (or distortion).

Computing distortion, even in specific modalities such as images, that is meaningful perceptually

over al images and people is not easy [31]. Our framework allows one to design fast adaptation

policies for a combinatorial resource allocation problem, by assuming a particular functional

mapping that captures the general trend of reduction in value with resource utilization. Figure 3

shows a table for example values obtained with different functional relationships with the

resource in bits (payload).
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Let us assume a function f, V, = f,(R ). Note that f , and therefore, the solution, is dependent
on the choice of units for R. If f is concave, Equation 6 will give us the optimal solution. We

will first consider the case when f isnot concave and then the case whenitis.

Non-concave: We will limit our discussion to the case when f is either linear or convex. Let us
assume that the value of an item is linearly proportional to the resource that it utilizes i.e.

V. = ¢ R. From the definition of V we have that f,(R)=0 when item i is absent from the

delivered document i.e. R =0 and f,(R )=1 for the original version of item i i.e. R = R™.
Thus, ¢, = R—iax We term c, to be the resource utilization factor RUF because it measures how

well theitem i utilizesits resources to deliver value. It is easy to see that a greedy agorithm that

allocates resources to items in the order of their RUFs gives the optimal resource allocation:
1. Storeitemsin order of decreasing RUF, c.

2. Starting with the item with the largest RUF, allocate the maximum resources that each item

can use till all the resources are depleted.
Similarly, the optimal resource allocation for any convex function f is also the greedy algorithm.

Concave: Let us consider the concave function V, =¢; In(1+ R ) We have defined f on 1+ R, to

avoid negative V.. For simplicity we assume that R>>1 for most versions, and that R=1 is

In(R)

equivalent to the item being deleted, giving V. =c, In(R):~(—)
In Rimax

. We now get a resource

utilization factor, RUF, of c = . Using Equation 6, we see that the resources are

max

In\R
distributed among the itemsin proportion to their RUFs. Since, V, =c, In(Ri ) Is concave (and the

constraint is linear) this solution is optimal. In asimilar vein, Equation 6 will give us the optimal

solution for all other concave functions.
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Optimal

>

Resource

Figure 4 Optimal value is obtained at the point where aline with slope A meets the
concave hull. The version selected has value closest to this optimal.

Discrete values: Since each item is transcoded into a limited number of versions, we may have
no version that uses exactly the same resource as computed in the optimization process above. To

account for the discrete values, we use the following algorithm:

1. For eachitemi, let R be the resource selected by the optimization process. Select version j

suchthat R; <R and R — R, isminimum.

2. Order the items in order of decreasing RUFs. Starting from the item with the highest RUF,

while there are any resources left, assign to each item the version with the next higher value.

Step 2 needs to be performed only once.

4.2 ARBITRARY FUNCTIONS
When the values V, are assigned, say by the author, we may not have an analytical function

f; (F\,’) and thus will not be able to calculate %RR) For this case, we adapt a technique by

Shoham and Gersho [33]. For each InfoPyramid M; of each item i, we plot the value V;; versus

the resource utilized R; of each version M, asillustrated in Figure 4. The optimal version M/
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IS given by sweeping a line with slope A, from the top-left to the bottom-right, till it meets the
concave hull of these points. As shown by Equation 6, and in [33], the optimal solution is given

by the same slope A for all the different items i . Asin [33], we perform a binary search for A

such that Z R is close to, but less than R, . Points outside the concave hull are not in the

solution space. For example, a text transcript of video may take more screen space but have less
value, so it isout of the solution space. Note that if V is denoted in terms of D, asin Equation 2,

this resource allocation strategy becomes equivalent to the one presented in [33].

5. EXTENSIONS

Next we consider the extensions of the resource allocation strategies discussed in the previous
section to account for (1) priorities on content items (2) hierarchical or composite items and (3)

multiple classes of resources.

5.1 PRIORITIES

In the resource allocation strategies discussed in Section 4, no matter how the value to resource
relationship is defined, the items with the least resource requirements for their original versions
(i.e. with the highest RUF), get precedence in the alocation of resources. Thus, when
considering the bandwidth or computational resources, text items will always be assigned
resources ahead of image items and smaller images will get precedence in resource allocation

over larger images.

The author of the Web document may have a mental priority ordering of the items in the
document that is different from that given by their RUFs. Consider, for example, a news Web
page that has one color photograph of the event covered in the news story. The page also has a
large number of small images used for decorative purposes. When the news story is adapted for a
client with low bandwidth or small screen size, all the resources may get alocated to the

decorative images and the image central to the story may not get delivered.
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Thus, we need to extend our content adaptation model to account for priorities on the content
items of a document. The priorities may be assigned by the author of the page, as is the case
above. Many Internet applications, such as search engines, customized news sites, etc., generate
documents dynamically in response to a user request. In these applications, there is often a
priority implicitly assigned to the items. For example, in image search engines, the match scores
of the returned images serve as priorities. When the result page consisting of the matched images
Is returned to a client with low bandwidth or screen area, the images should be reduced or

removed on the basis of their match scores an not their sizes (in terms of area or bits).

Let P be the priority assigned to item i by the author or the application. We then define the

prioritized value of itemi as V," = PV.. The goal is now to find

max
. EZVJ’E such that Z R <R, ()
i 4 [ .

Using this formulation, the following resource allocation strategies mirror those described

previoudly in Section 4, but with prioritized values replacing RUFs:

1. If f islinear or convex, the resources are assigned in a greedy manner in order of the

prioritized values of the items.

2. If f islogarithmic, the resources are assigned in proportion to the prioritized values of the
items. In general, when f is concave, Equation 7 can be solved by the technique outlined in

Section 4.1.

When f, isnot analytic, the value vs. resource plot (Figure 4) is replaced with V.” = PV, on the

Y-axis. The rest of the agorithm is as described previously in Section 4.2.

One common transcoding practice [7-13] is to scale the size of all images by a constant factor

(0.75, 0.25 etc.). One can argue that in the original Web document, the larger images were more
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important as more resources were given to them. We can model these intrinsic priorities as
proportional to In(image size). Then this ad-hoc policy of constant scaling is equivalent to
allocating the client resource of screen areain proportion to the prioritized values of the images,

and is optimal with the assumption that image value is alogarithmic function of its size.

52 COMPOSITEITEMS
Each content item i can be a composite item i.e. a hierarchy of other content items. To account

for composite items, we allocate resources using V, = f, (R) where f is a concave analytic
function and the items i under consideration may be composite. The optimal resource R’ thus

allocated to each composite item i is in turn used as the resource constraint for its constituent

items. We then allocate this resource R’ among the children of the composite item i. This

resource alocation is repeated till the items being considered are atomic. When we have
priorities assigned to items, we similarly modify the resource allocation strategy described in
Section 5.1.

For a composite item, the number of its different versions is combinatoria in the number of its
children item. Thus, it is not practical to manually assign values to each version of a composite

item.

53 MULTIPLE RESOURCES

A client may have a different number of capabilities and resources. We term capability to be the
ability to handle a particular media type. For example, a handheld PC (HPC) may not be capable
of displaying video, and a PDA may not be capable of displaying color images. Before we start
the resource allocation process, we remove from consideration al the versions of items that a

client is not capable of handling.

The resources of aclient can typically be divided up among several items. Examples of resources
are (1) bandwidth, (2) bits as determined by the product of the bandwidth and the time aclient is
ready to wait to receive the complete document, (3) bits determined by the clients storage
capacity, (4) screen area, (5) money the client is ready to pay for the document, etc. Let there ber
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different resources RY,,, that we have to consider. Then, the resource allocation problem can be

stated as:

max
_ EZVE suchthat R<RY,, fordl 1sksr  ---(8)
I 1 |:| 1

We first alocate each resource RY., separately. Let M be the version of item M, that is

selected for resource k. We can select only one version of an item to be delivered. We achieve

this by the following algorithm:

7. For eachitem i find the set of resources R ={R*(M*} used by each of its versions selected

for each of the resources.

8. For each item i find the version M that has the highest assigned value among all the
versions and such that for all k, R*(M ! )< R*(M)OR.. If no values have been assigned,

since we define V, = f X (Rk ) , the value of a version may be different for different resources.

In that case, we choose a resource as the dominant resource, and use the values of the

versions for that resource.

The above algorithm is guaranteed to select one version for each item without breaking the
constraints of any of the r resources. However, the version so selected may not be optimal. To

find the optimal set, a search (possibly combinatorial) may be required.

54 MUTUAL DEPENDENCE

For finding the optimal content adaptation schemes we assumed that the content items on a Web
page are independent of each other. This assumption may not hold in general. For example, for a
news story, if the text to the story has to be discarded due to space limitations, then delivering the
pictures for the story may not be very useful. Our partial solution is to use composite items

(Section 5.2). We consider dependent items as composite items and allocate resources first to the
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composite item. This resource can then be allocated among the components of the composite
itemin an all-or-none manner. This solution is non-optimal. A better solution would be to extend
rate-distortion techniques for handling dependent blocks, such as [34,35,26], to the vaue-

resource framework.

55 SPACE AND TIME
We have not addressed two difficult and important issues (1) tempora relationships or
synchronization and (2) spatial relationships or layout.

In this paper, we have limited ourselves to ourselves to Web (HTML) documents using http over
TCP/IP. These do not provide for specifying any synchronization among the different component
items of aWeb page. We consider each mediaitem in a Web page to be atomic. For example, for
video we assume that the video and audio are multiplexed on the same stream or that
player/plugin handles synchronization issues. In general, however, we would have to consider

synchronization between components of a multimedia presentation.

Currently the transcoded or adapted content may not preserve the spatial layout of the original
document. Adapting layout, in conjunction with adapting content, is a difficult problem, and one

that we plan to address in the future.

6. AMULTIMEDIA NEWS SYSTEM

We have implemented a Web server that customized Web pages to the capabilities of the client
requesting them, employing the content adaptation process described above as an extension to

this server [19].

For content, TV News programs are captured and parsed into stories [36]. The raw content for
each news story is the video and the closed captioned text. Currently, we manually add atitle to
each new story. The content items are the title, the video, and the text of the news story. Based on
atemplate InfoPyramid for news stories, these raw content items are ingested into InfoPyramids.

The content is then transcoded to populate the InfoPyramids. The video content is compressed at
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multiple bit rates (1.14mbs, 128kbs, 56kbs, 28kbs). The audio is extracted from the video and
also compressed at multiple bit rates (50kbs, 8kbs). The video modality is also converted to
Images by extracting key-frames. These images are then converted for multiple color depths and
resolutions (Original size JPEG, 0.75 scale as 16 color GIF, 0.75 scale as 4 gray-level GIF). The
textual elements of the story are converted into summary versions. These InfoPyramids are then
represented in XML (details onthe XML DTD for the InfoPyramid can be found in [25]).

This multi-modal, multi-resolution version of the multimedia news story has many possible
renditions. In our example, we have stories with over 260 different possible renditions. We
assigned the same default priorites for the title, video and text InfoPyramids for all the news
stories. We also manually added priorites to key-frames based on our subjective judgement of
their importance. Since the stories have an average of over a dozen key-frames, this alowed us to

test out the effect of adaptation for both small and large differences among client resources.

Currently, the system considers client device resources of screen size, color depth, network
bandwidth, maximum download time, and capabilities regarding video/audio/image display and
screen color. A form interface allows the client to specify any value for its resources and
capabilities. By filling out this form, any web browser can emulate the resources and capabilities
of any client device, even a fictitious one. In practice, either techniques for automatically
detecting the type of client device (such as HTTP headers) or some form of client identification

(explicit login or cookies) would be employed.
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Figure 5. The workstation gets the full text of the story and streaming video. The PDA getsa
text summary and two key-framesin 2-bit gray-scale. The cellular phone gets a short title and
audio.

The web server dynamically synthesizes a rendition of the news story by selecting and
combining the components of each constituent InfoPyramid such that the result both meets the
client capability constraints and maximizes the content value for a given set of client resources.
Figure 5 shows example delivery of same story to a workstation on a LAN, a PDA on a CDPD
modem, and a smart cellular phone using the priority based greedy resource allocation strategy
described in Section 5.1. Some of the content adaptation is based on client device capabilities,
and some on resource allocation. For example, for the PalmPilot(TM), video, audio and color
Image versions were filtered out prior to the resource allocation. The allocation of screen size and
bandwidth* wait-time resources resulted in a summary of the text being selected and two images

with the highest priorities being selected out of the thirty images.

29



- e T i
T ———— ] B s i T 8 @ T ——— — ] B 1S W i e 018k
]
[T T P PR SR P SR S R R SRR T [REST S P P PP R S T e ST R P T PR T
HIT HITE e

o i s i

e 0 L e Y e O[T =l ey

640x480, 27 kbs, 30sec

e e
e I p—— - o o= IS e e P O @& @ind

I'\. ST T e el Ry e e i, e S ki i G AR gl
T b

- W —
- e e T N e fire | s (e | e e

P Iﬁ“ﬁ“
I ieia & it Bl 2 oA W o Ry o B g .r-lll bk i s iREEE = Dghe |

T ——— — ] [ - ny e v LTS I
HIT e

i

.ﬁ“ﬁ“ A T i Sl =R
W i ——
= as e e T ey e i | s | TR

640x480, 14.4kbs, 300sec 800x600, 14.4kbs, 300sec

Figure 6: Dynamic adaptation of same original content to different resources on client. Client
resources are specified as screen width x screen height, bandwidth, wait-time.

Figure 6 shows results of adaptation for client devices with the same capabilities but varying
resources. The differences in the content delivered to these clients are only due to the resource
alocation. In Figure 6.3, a PC with VGA screen on a 14.4kb modem gets the title and text of
news-story along with an audio stream and some images. We can see that images with lower
priorites get fewer resources by the fact that some of them are shown at a reduced scale and
color-depth. If we increase the bandwidth to 27kbs (at 28kbs, we would select video instead of
audiot+key-frames), we see that some of the images from Figure 6.a get more resources, and some
lower priority images are added. If we increase the wait-time to 300secs, increasing the total
number of bits available at the client, we see that in Figure 6.c there are more images that get

downloaded. In Figure 6.d, the client has the same bandwidth and wait-time asin Figure 6.c, but
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alarger-screen. As this client get more images delivered, we can see that the client in Figure 6.c

was running out of screen-space before it was running out of bits.

7. SUMMARY

In this paper we have presented a system for adapting multimedia Internet content. This system
adapts Web content to client devices with diverse capabilities. Thus, this system enables
universal access to the Internet by allowing different types of devices, and people with different
abilities, to receive content adapted to a form suitable for them. We used InfoPyramids to
represent content transcoded into multiple resolution and modalities. We extended the rate-
distortion framework to optimally allocate resources on the client among the different content
versions in the InfoPyramid. Finally we presented an implementation of the content adaptation

scheme.

In the value-resource framework, content adaptation is analogous to compressing multimedia
documents to meet resource constraints imposed by the client device. However, unlike traditional
compression, a composite document is considered and the constraints are not limited to bits or
bandwidth, but aso include resources such as screen size, color, cost and hardware and software
capabilities. Further, our framework can be used to analyze various content adaptation strategies,
for example, the common practice of scaling images [7-13] by a constant factor, the greedy
policy and the proportional policy. This value-resource framework aso clearly shows that it is
critical to assign priorities to content items in a multimedia document to get useful content

adaptation polices.

The server based content adaptation approach alows precise control over the process by the
publisher. It aso alows a higher level of customization, both in terms of the variety of client
devices and the variety of media types, than is possible by proxy based solutions. We are
investigating extensions to HTML that would allow authors to annotate their HTML documents
for client based customization and thus allow the deployment of the system, with comparable

benefits, on proxies.
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