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Abstract

Popul ar nyt hs that cheaper menory, hi gh-speedlinks, and hi gh-speed processors will sol ve the probl emof co:
in conputer networks are shown to be false. A sinple definition for congestion based on supply and denn
resources is proposed and is then used to classify various congestion schenes. The issues that mnke the
problema diflicul t one are discussed, and the architectural decisions that affect the design of a congestion
presented. It is argued that long-, medium, and short-termcongestion problens require different sol uti
of the recent schenes are briefly surveyed, and areas for further research are suggested.

1 Introduction 2 Myths About Cangestion (Gatral

(ongestion control is concerned with allocating th€umgestion occurs when the demand is greater than the
sources in a network such that the network can openvail able resources. Therefore, it is believed that as
ate at an acceptable performance level when the desurces becone less expensive, the problemof conges-
mand exceeds or is near the capacity of the netwotkon will be solved automatically. This has led to th
resources. These resources include bandwi dths of 1fmkkowi ng nyths:

buffer space (memory), and processing capacity at in-
ternedi ate nodes. Although resource allocationis ne
essary even at low load, the problem becones nore
inportant as the load increases because the issues of
fairness and 1owoverhead becone increasingly inpor-

tant. Without proper congestion control mechanismsg, (ongestionis caused by slowlinks. The problem

fr (ongestionis caused by a shortage of buffer space
and will be solved when nenory becones cheap
enough to allowinfinitely large nenories.

the throughput (or net work) mmy be reduced consider- will be sol ved when hi gh-speed links becone avail-
ably under heavy load. able.
In this paper, we begin with several nyths about con-3, (ongestion is caused by slow processors. The

gestion and expl ain why the trend toward cheaper nem problemwill be sol ved when the speed of the pro-
ory, higher-speed links, and higher-speed processors hagessors is inproved.

intensified the need to solve the congestion problem

W then describe a nunber of proposed solutions and 4. If not one, then all of the above devel opnents wil.
present aclassification of congestion problemns as well ascause the congestion problemto go away.

their solutions. In Section 4 we expl ain why the prob-

lemis sodifftult. In Section 5, we discuss the prot@gﬂérary to these beliefs,

. .. ; ) wi t hout proper protocol r:
design decisions that affect the design of a conges&ésolngn’ the above devel opments may lead to more con-

control schene. Finally, we describe our recent Pr 9RO on and, thus reduce performnce. The following
als and suggest areas for future research.

discussion expl ai ns why.

The congestion problem can not be solved with a large

buffer space. Cheaper nenory has not hel ped the con-
gestion problem It has been found that networks with
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Figure 2: Introducing a hi gh-speed 1ink nmay reduce the

Figure 1: Too much nenory in the internedi ate nodes
performance.

is as harnful as toolittle nmenory.

infini te-menory switches are as susceptible to conges-

tion as networks with low nemory switches [26]. For A \ C
the latter, it is obvious that too nuch traffc will lead / R <
t o buffer overflow and packet loss, as shown in Figure B D
la. On the other hand, with infinite-nmenory switches, All Links 1 Gb/s

as shown in Figure 1b, the queues and the delays can

get so long that by the time the packets come out of

the switch, most of themhave already tinmed out and

have been retransmtted by higher layers. In fact,Figore 3: Abalanced configuration with all processors
mich nenory is nore harnful than toolittle menory and links at the same speed is also susceptible to con
since the packets (or their retransmissions) have geshé on.

dropped after they have consunmed precious network re-

sources. o . . o
The point is that high-speed links cannot stay inisol:

The congestton probl emcan not be sol ved urt h hi gh-speed tion. The lowspeed links do not go away as the high-
links. In the beginning, the tel ephone 1inks connecépagd links are added to a network. Introduction of
conmputers had a speed of a nere 300 bits per secondiigh-speed links has increased the range of speeds the
Slowly, the technol ogy inproved, and it was possibl dave to be nanaged. The protocols have to be designed
get dedicated links of upto 1.5 Mbits per second. Thercifically to ensure that this increasing range of 1.
came the local area networks (LANs), such as Ethernespeeds does not degrade the performance.

with a speed of 10 Mbits per second. It was precisely at ) ) )
this point that the interest in congestion control Tpg eqngestion probl emcan not be sol ved us th hu gh-speed

niques increased. This is because the hi gh- speed LANEES507S- "Ihe ar gunent fo? processors 1s sinilar to
were nowconnected via l ow speed, 1ong-haul 1inks, ‘tah?lt for links. Introduction of a high-speed process

congestion at the point of interconnection becantMa?™ existing network mmy lncrease the mismatch of
probl em speeds and the chances of congestion.

The following experiment, although a contrived Orgc:ngestion occurs even1f all [inks and processors are of

shows that introducing high- A i é
congestioncontrol canlead toreduced perfornmnce [tloilbplleve that a bal anced configuration withall proces

Figure 2 shows four nodes serially connected by thi@ks and links at the sane speed will probably not be

19.2 kbits per second links. The tine to transfer a ygceptible to congestion. This is ‘HOt true. ‘Oon‘side
AMter the 1ink betweenltdfe €Xanple, the balanced configuration shown in Fig-

speed 1inks without pro%rsam speed. Our argunents above may lead some

ticul ar file was five m nutes.

first two nodes was replace by afast 1 Mpits per secoli® 3" where all processors and lin‘ks have a throughput
link, the transfer time increased to seven hours! wppcity of 1 Gbits per second. Asimultaneous transfe
the high-speed link, the arrival rate to the first P§uflafa fromnodes A and B to node Ccan lead to a

became much higher than the departure rate, leadif ‘tal input rate of 2‘Gbits per §econd at the router R
to long queues, buffer overflows, and packet losses tH%fle the output rate is only 1 Gbits per second, thereby

caused the transfer time to increase. causlng congestion.



The conclusionis that congestionis a dynam ¢ problem
It cannot be solvedwithstatic solutions alone. W need

protocol designs that protect networks in the event of CE}’]B@%”
congestion. The explosion of high-speed networks has ' _— —
led to nore unbal anced networks that are causing con- Single Distributed
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Figure 4: Types of congestion problemns.
Insinple terns, if, for any tine interval, the total sum

of demnnds on a resource 1s nore thanits available ca-

pacity, the resource is said to be congested for that }n.Resource Creatiop Schemes: Suchschenes in-‘
terval . Mithemntically speaking: crease the capacity of the resource by dynam cally
reconfiguring them Exanples of such schenes

YDemand > Avail able Resources (1) are:

e Dial-uplinks that can be added only during

In conputer networks, there are a large nunber of -
hi gh usage.

resources, such as buffers, link bandwidths, processor
times, servers, and so forth. If, for ashort interval, thee Power increases onsatellite links to increas
buffer space avail able at the destinationis less thanthat their bandwi dt hs.

required for the arriving trafft, packet loss occurs. Sim Pathsplitting so that extra traffc is sent via
ilarly, if the total traflt wanting to enter alinkis nore

. . ’ ! . routes that mny not be considered optimml
thanits bandwidth, the linkis said to be congested.

under lowl oad.

The above definition of congestion, althoughsinplistic, Wth all of the above schemes, users of the re-
is helpful inclassifying congestion problems as well agource do not need to be informed, as they mny
solutions. Depending upon the nunber of resources in- pot even be aware of the congestion in the net-
vol ved, a congestionproblemcan be classified as asingle york. The networkis solelyresponsible for solvin
resource problemor a distributed resource problem as the congestion problem

shown in Figure 4. The single resource involved nmny

be a dunb resource, such as a LANnedium in which 2. Demand Redixtion Schemes: These schenes

case, all the intelligence required to solve the congekry toreduce the demand to the level of the avail-
tion problemhas to be provided by the users. Various able resources. Mst of these schemes require
LANaccess nethods, such as CSMA/CD( Carrier Sense that the user (or other control points) be informnec
Miltiple Access with CollisionDetection), token access,about the load condition in the network so they
register insertion, and so on, are exanples of solutionganadjust the traffc. There are three basic classes
to the problemof single, dunb resource congestion. If of suchschenes:

the resource is intelligent, for exanple, a nanme server, it
can allocate itself appropriately. The problemis nore
difftult i1f the resource is distributed as in the case of
a store and forward network. For exanple, considerint
the 1inks as the resources, the user demnnds have to

be limted so that the total demand at each linkis less
thanits capacity. It is this set of problens dealing with
distributed resource congestion that we are concerned
withinthis paper.

o Service Demal Schermes: These schemes do

not allow new sessions to start up during
congestion. The busy tone provided by the
tel ephone conpany is an exanple of such a
schene. (onnection-oriented conputer net-
works alsouse simlar schenes where conges-
tion at any internedi ate node woul d prevent
newsessions fromstarting up.

e Service Dgradation
The sinple definition of congestion above also allows Schemes: These schemes ask all users (ex-
us to classify all congestion schemes into two classes: isting as well as new users) to reduce their
those that dynamically increase the available resource, loads. Dynamic window schemes in which
and those that dynanmically decrease the demand. Some the users increase or decrease the nunber of
exanples of both these types of schemes are described packets outstanding in the network based on
bel ow. the 1oad are exanples of this approach.



o Scheduling Schemes: These
users to schedule their demands so that the
total demand is less than the capacity. Vari-
ous contentionschenes, and polling, priority,
and reservation schenes are exanples of this
approach. It must be pointed out that all
scheduling schenes are a special case of the
service degradation approach.

schemes ask

In connectionless networks, starting a newsession
does not require that all internedi ate resources I
informed, so the service denial approach cannot
be effectively used. Such networks generally use
service degradation and scheduling techni ques.

creating a backpressure. Thisresults inqueues be
ing built at other nodes, which then backpressure
their neighbors. The backpressure slowly trav-
els towards the source. This technique is useful
onlyif the congestionlasts for a very short dura
tion. Otherwise, the trafft that is not even us-

ing the congested resources is unfairly affected b
the backpressure propagating t hroughout the net-

wor k.

Probe Packets: This requires sources tosend probe
packets through the network and to adjust their
loads depending upon the del ay experienced by
the probe packets.

o Redback Fields vn Packets: This approach avoids
All congestioncontrol schemes, resource creation as welkhe overhead caused by feedback nessages by in-
as demand reduction schemes, require the network to c¢luding the feedbackin a special fieldin all pack
neasure the total load on the network and thento take ets. The feedback nay be included either in pack-
some remedial action. The first part is often called ets going in the reverse direction (towards the
feedback, while the second part is called comtrol. De- source of congesting traflt) [9,29] or in the for
pending upon the load, a feedback signal is sent from ward direction (towards the destination), which

the congested resource to one or more control points, thenrelays the informtionbacktothe source [19]
which then take renedial action. In demand reduction

schenes, the c‘ont?ol point 1s generz‘ﬂlythe source no&ﬁu%ber of alternatives for the locationof control hav
the traffc, while inresource creation schenes, the cpa- .
h . ‘ al'so been proposed:
trol points may be other internediate nodes (or sources
on the network. Anunber of feedback mechanisns have

been proposed, for example: e Tansport Layer: The traffc is generated by the
, :

end systenms, therefore, they are in the best po-
sition to adjust the load in an efftient nanner.
Dynam ¢ wi ndowschenes are an exanple of such
controls at the transport layer. If the networl]
and the end systems are under different adm n-
istrative control, such as in public networks, t]
control may be exercised between the first and t he
last intermediate systems (entry-to-exit or DCE-
to-DCE) instead of between the end systens.

o Feedback Messages: Explicit messages are sent
fromthe congested resource to the control point.
Such nessages have been called choke packets,
source quench messages, or permts. The sources
reduce their l oads upon the receipt of choke pack-
ets [24] or source quench nessages and increase it
1f these are not received. Inthe isarithmc scheme
[6], the sources have to wait to receive a permit
before sending a packet. CGritics of this approach
argue that the extra trafft created by the feed-
back messages and perm ts during heavy l oad nay
worsen the congestion.

Netuork Access: Like trafft 11ghts at the entrance
ranps of some highways, the access controls at
the network layer of the source node allow new
trafft to enter the network only if the network
is not congested. For exanple, the input limt
Fedback 1n Routing Mssages: Fachinternediate schene [ 23] does this by setting appropriate limt
resource sends its loadlevel (typicallyinterms obnbuffers allocatedto the traffc originatingat the
queue length or delay) to all neighboring nodes node and to the transit traff.

who then adjust the level of trafft sent to that
The del ay adaptive routing used in
ARPAnet at one time is an exanple of this ap-
proach. This method was found to generate too
many routing nessages, since the rate of change
of del ay through a node was much faster than the
rate at which control could be affected.

e Ntuork Iayer: The routers and gateways, if con-
gested, cantake inmediate actionbyreducing ser-
vice to the sources that are sending nore than
their fair share. The fair queueing scheme [ 7], val
ious buffer class schenes, and the 1eaky bucket al-
gorithm|31] are exanples of this approach. These
schenes are particularly useful for public net

Rjecting Purther Faffic: Inthis approach, no ex- wor ks, which nay not be able to ensure that the

plicit nessages are sent. However, incom ng pack- end systems will reduce the 1oad on a congestion

ets are either lost or not acknowl edged, thereby, feedback signal.

resource.



o Ihia Link Iayer: The control can also be exer- traflt that has traveled a long distance (more hops),
cised at the datalinklevel at each hop using dwhal e others want to give equal throughput to all users
link level flowcontrol nechanisns. Backpressuilhe definition of users is also not clear. Some re-
on buffer exhaustion [3] is one such schene. searchers treat each source-destination pair as a us

G ving equal throughput to all source-destination pait
There are a number of other policies at the transpguassing through an internediate node does not auto-
network, and data link layers that can be hel pfulmihically guarantee that all connections froma singl
congestion control. These policies are discussed l abardenwill be treated fairly.

Section 5. . . .
The schene nust be responsive. The available capacity

on a network is a constantly changi ng quantity. As the
4 WhyIs the Brol emDifficul t? podles and 1inks go up or down, the available capacity

is increased or decreased. As the users start and sto

the denmand also increases or decreases. The congestior
Despite the fact that a nunber of schemes have beemontrol scheme is required to match the demmnd dy-
proposed for congestion control, the search for mmscallyto the available capacity. Thus, it should as
schenes continues. The research in this area has bae#rs to increase the denand when additional capacity
going on for at least two decades [10]. There are bwoomes available and to decrease it if the demnnd ex-
reasons for this. First, there are requirenents fareedsn-the capacity. The demand curve should followthe
gestion control schemes that nake it difftult to getapacity curve very closely.

satisfactory solution. Second, there are several network ) ) )
policies that affect the design of a congestion s chdhgecongestion scheme must work 1n bad environments.

Thus, aschene devel oped for one network may not wor kUnder congestion, the rate of transmssion errors, ot
on another network with a different architecture. In@higequence ‘packets, deadl ocks, ‘and lost packets i
section, we elaborate on the first issue of requireneh€d?es con51flerab‘1y. The congestl(‘)n‘scheme mist con-
The second issue of network policies is discussed ihlfe to work in spite of these conditions.

next section. Finally, the scheme nust be soctally optimel. That is,

The scheme must have a low overhead. In particular, the schenme must allowthe total network performance

1t should not increase trafft during congestion. g be maximized. Schemes that consider each user in
is one of the reasons why explicit feedback massaig%%l ation nmay be individually optimal, but not sociall
are considered undesirable. Sone researchers have QH%i-mﬂ [30,21]. For exanple, if each user attenpted
gested that feedback be sent only during lowload, tﬁﬂsI,mXinize its throughput, it may lead to an unstable
the absence of feedback would autonaticallyindicatsé tyuation where total network load keeps increasing.
hi gh 1oad. Even such schenes are not desirable, siIntceS

hould be clear fromthe above list of requirenent
the network resources are also used for nonnetwork

. . t designing a congestioncontrol scheme is not atri-
applications. Therefore, resources consuned to procgss
1al probl em

these additional nessages could have been better used
by these other applications.

The schene nust be fair. Fairness mny not be im 5 Rlicies That Afect the (@mngestion

portant during lowload when everyone’s demands can Catrad Schem

be satisfied. However, during congestion when the re-

sources are less than the demand, it is important that . . . L

the available resources be allocatedfairly. Definin a{q_c}‘utectu?al or 1np1e¥nentat10n decision t‘hat af
Anunber of definitions have bh&GtS either side of Equation 1 affects the design of

ness is not trivial. . . ..
proposed [1,11,15,16]. However, no one definition qugestion control scheme. Thus, any design decision

been widely accepted. For exanple, sone researchedflecting the load (demrnd) or resource allocation can

consider starvation of a fewusers to be unfair [1]. el\Bgnmdered a part of the overall congestion contre

allocating any resources to a user is called starvsat_%}i%tifgy of the network. These decisions are called pol

By this definition, if all users get a nonzero shalgéegflnthis paper. Alist of suchpolicies is presente
ble I.
t

the resources, the scheme is fair. Ohers argue Pha

a schene without starvation can still be unfair ifpfhe ¢ inportant network policy is the connec-
resources are allocated unevenly. The key problemis . hanism There are two types of networks:
defining what is an even distribution of resources tBnhection-oriented and connectionless. In connectio

W{de- area PetV\OI‘k where different users are traveling nted networks, when a newsession is set up, each
different distances. Some want to give preference to



two [23]. In some networks, there is a separate queue
for each source and, thus, fairness anong all sources c:

Table I. Policies That Affect Congestion

be guaranteed. However, this does not ensure fairnes:
among users fromthe same source going to different

1. Network Layer: destinations. If a separate queue is mnintained for ea
source-destination pair, fairness anong users fromt]
e Connection mechanism sanme source to different destinations can be obtained.

Several schenes toefftiently naintain and service such

Packet queuing and service policy -
queues have been proposed. One scheme is to serve

queues in a round-robin order [12]. This will cause th
Packet routing policy queues with large packets to get a larger share of th
bandwi dth than those with small packets. Schenes to
tackle this inequity have also been proposed [ 7].

Packet drop policy

Lifetime control policy

2. Transport Layer: The packet drop policy deals with the issue of which

packet is dropped if there is insufftient buffer space i
a queue. Some of the alternatives are the first packet
e Tineout al gorithm in the queue, the last packet in the queue (the arriv
ing packet), or arandonly selected packet. The choice
depends upon the type of application. For real-tine
communi cations, the older the nessage, the less val u-
Acknowl edgnent policy able it is. Therefore, it is better to drop packets at
head of the queue. This type of trafft has been called
‘mlk’ and is contrasted with file and termnal trafft,
which has been called ‘ wine’ because ol der nessages are
more val uable than newer ones [5]. To ensure fairnmess,
3. Data Link Layer: sone have proposed randomdropping, but others have
argued its effectiveness [32].

e Round-trip delay estimation al gorithm

e Retransmission policy

e Qut-of -order packet caching policy

e Flowcontrol policy

e Buffer managenent policy

Datalink level retransmssion policy

Duta link level queuine and service olic’Ihe route selectionpolicy, ingeneral, andthe pathspl
E g P tying policy, in particular, affect the resource alloca

Data link level packet drop policy and, hence, congestioninthe network. Innost networks
Data link level acknowl edgnent policy today, alow speed pathwill be totally unused evenif :
parallel high-speed pathis congested. Path splitting
performed only across paths of the same speed or across

Datalink level flowcontrol policy

parallel links connecting the same nodes (one hop).

Lifetime control policies affect the length of tine

packet stays in the network before being dropped.
internediate node in the pathto be usedis asked toThere may be too many unnecessary retransmissions
serve certain resources for the session. If the re§andcebence, load) if the lifetine is either too short
are not available, the session is not started. Ihawhong.

nectionless networks, newsessions can be started with-

out any resource reservations at the internediate noﬂg%esyound-trlp delay estimntion and the tineout inter-

This also allows the flexibility to dynamcally chgﬁéeconputatlon al gorithns used by the transport pro-

Tt is clear thiPC9lealso have a significant inpact. Infact, finding :

service denial schenmes will work in connection- orie,gfftoeddal gorithmfor estimmting round-trip delay in the
Si mi 1RE§yence of packet loss has been the first step t oward:s
)

networks, but not inconnectionless networks. ) )
path splitting, if required, should be set up at sgélélfg a solutionfor congestion control [14,17,22].

start uptime inconnection-oriented networks. Wi 1¢ucj ng the probability of false tineout alarns using tl

the paths of existing connections.

connectionless networks, it can be dynamically stal/§3Q 28 well as the variance of the round-trip delay

and stopped during a session also inproves the efftiency of congestion control mech-
anisos using timeouts [ 14].

Packet queuing and service policies in the internedi- .
ate nodes affect resource allocation anong users. Thg nunber of packets retransmtted onapacket loss af-

intermediate node may have separate queues for eadpcts the stability of timeout-based congestion schemns

output link, each input link, or a conbination of ?hee optimnl nunber my depend upon the out-of -order



packet caching policy at the destination. If the recatwihegdestination and, hence, the congestionlevel int
transport does not cache out-of-order packets, losmedfwark [ 13]. The buffers may be located in the system

single packet may require retransmssion of the empawe or user space. They nay be shared or nonshared.

wi ndow. However, a comparison of several alternati Baffers mny be one size or multiple sizes. The credit
showed that if the packet 1oss is due to congestion,all asation policy nmny be pessimistic or optimstic. I
best toretransmit just one packet regardless of thpetkda mstic case, the sumof all the windows permttec
caching policy at the destination. by that node will never be greater than the available

space. In an optimistic scheme, the node will allocat

The pac‘ket acknowl edgnent policy affects the feedbagl, ;e windows t han avail able buffer space. This allows a
delay in congestion 1nf9r1mt10n reaching back to ﬁ#gher t hroughput with a smaller probability of loosin
source. If every packet is acknowl edged, there mny, g, packets in cases where all the windows are being
too much traffc but the congestion feedback is fast. Jfq  1f the buffers are located in user space, sharii

sone acknowledgn‘ents are withheld, the ‘load due tgnq optim smare less likely than if they are in syster:
acknowl edgnents is less, but the congestion feedbacskp‘ii@e‘

del ayed nore.

. The data link level policies are simlar to the transpc
The flowcontrol policy used at the transport layer algn., policies except that they apply to each hopin th

affects the design of the congestion control scheme. For .1 For exanple, the intermediate systens in the
a conparison of various flowcontrol policies see Mixefgt wor k may have their own packet caching, acknowl-

. . . )
chuk and Zarki [25]. Briefly, there are two mjor da%ﬂ%‘?mnts, retransmssion, and flowcontrol policies. Al

of ﬂoncontrol schenes: window ba§ed a?nd rate-‘basegf these will affect the design of the congestion contr
In a window based schene, the destinationspecifies {hfiope.

nunber of packets that a source can send. This hel ps

sol ve the probl emof buffer shortage at the destinatinnsummary, there are a large nunber of architectural
The source can further reduce the windowin respongdecisions that affect the design of a congestion contr.
toacongestionfeedback signal fromthe network. Insdleene. This is why anal ysts conparing the sane set of
rate-based schene, the destinationspecifies a naxi mimiernatives may reach different conclusions. Aschene
rate in terns of packets per second or bits per seddmb works for one network may not work equally well
that the source is allowed to send. The current trerfcdbrsother networks. Sone paraneters or details of the
towards rate-based flowcontrol schenes. schene mny have to be changed.

The choice between window based and rate-based flow

control schenes depends partially upon the bOttler’GCkAFu[[hI}]ﬂ:al Pimciple of Gutral

resource at the destination. Mmnory capacity is nea-

sured by t he nunber of packets that can be stored; the

processing capacity is measured by the rate at whiAsht he nane indicates, the problemof congestion con-
packets can be processed; link bandwidth is neasurtadbl is basicallyacontrol problem Mst congestionco
in terms of the nunber of bits per second that can beol schenes consist of afeedback nechani smand a con-
transm tted; and so on. Thus, if the destinationis tt@raechanism Incontrol theory, it is well known tha;
ing the received packets onadisk, it may be limtedlby control frequency should be equal to the feedback
the transfer rate of the disk, therefore, it is bettéraguesicy. As shown in Figure 5, if the control is fast
arate-based flowcontrol schemes. On the other handhan the feedback, the systemwill have oscillations an
if the destinationhas verylittle nenory, it nay wantmsd ability. On the other hand, if the control is slos
use a window based flowcontrol scheme and limt théhan the feedback, the systemwill be tardy and slowto
nunber of packets that it canreceive at a tine. Simnirleampond to changes. In designing congestionschenes it
considerations apply inchoosing the metric for expresisnportant to apply this principle and to carefully s
ing the rate. The choices are packets per second or bé¢t the control interval. In many existing schenes th
per second. If the bottleneck or a similar device whosenored, and al t hough a feedback nechani smsuch as
capacity is expressed in bits per second in the l1inkhd heurce quench is specified, the issue of howoftent
rate limt should be specified in bits per second. s€md feedback and howlong to wait before actingis left
the other hand, if the bottleneck device is a processsopecified. This leads to schemes that are later founc
which takes a fixed ampunt of tine per packet regardineffective.

less of the size, the rate should be expressed in packets L
per second. other lesson to learn fromthe control theory princi

ple is that no schene can sol ve congestion that last le:
Buffer nanagenent policy at the destination transpothanits feedback delay. Transport level controls, such
alsoaffects the rate at whichthe packets can be accepdyuhmi ¢ wi ndow(or rate) schenes, workonlyif the con-
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gestionlasts for afewround-trip delays. For congestion

that lasts for a shorter duration, data link and network Load
level controls, such as priority classes, buffer classes,
and input buffer limting, are required. For longer-term

congestion, either asessionlevel control (such as session
denial) or aresource creation schenme discussed eailgyie 6: Network performmnce as a function of the

should be used. If congestionlasts indefinitely, it QagesBroken curves indicate performance with deter-

to solve the problemby installing extra resources.ni]yyi-stic service and interarrival times.

namc schenes are good only for transient congestion.

A!SO; §ince the duljat‘ion of congestion can nf)t be‘ defery neout is renenbered, and the increase is linear ug
mned in advanc‘e, 1t 18 best to use a a conbi natlont%fﬂ{)/Z and parabolic thereafter. Other conbinations,
schenes operating at different layers. such as decreasing t9/W andincreasing linearly after

every five packets, have also been proposed [ 8].

7 Ouwr Recert Boposals
7.2 TIE@Git Schene for (dngestion Aroi dance

In this section, we briefly describe three congestion . .
Another recent devel opnent in the area of congestion
control is the introduction of the concept of conges-

tion avoidance. Figure 6 shows general patterns of

7.1 Tinmeou-Based Gngestion Gutrol response tine and throughput of a network as the net-
work load increases. If the load is smmll, throughpu

The tineout-based congestioncontrol schenes are basgedlerally ke:eps up withthe load. As the loadincreases
. . . 1. throughput increases. After the load reaches the net
on the idea that packet loss is a good indicator of con- ) . ) ) .
gestion and, therefore, on a timeout, the load on P& capactty, throughput stops increasing. This poin
) ] ) .

network should be reduced. Later, if there is no legalled the koee. If t}}e lload 18 1nc1:eased any fElr‘
er, the queues start building, potentiallyresultin

ther loss, the loadis increased slowly. In one bi rie S

based scheme called CUTE (Congestion Using Tineout packets being dropped. Throughput my suddenly drop

at the End- to-end layer), the windowis decreasedto‘gh%nthe loadincreases beyond this point. This point i:
on a tineout, and only 01’1e packet is retransmitted %a_ledthe cliff because the throughput falls off rapidl
’ er this point.

gardless of the window. Later, the windowis increa%etcl

from Weo Wl after receiving acknowl edgnents forAschelm that all ows the network to operate at the knee

Wpackets without any timeouts. The window versus is called a congestion avoidance schene as distinguishe

t he nunber of packets acknowl edgedinthis case fO“E

a parabolic curve and, therefore, this increase po

schenes that we have recently proposed.

roma congestion control scheme, which tries to keep

]Hceyn}e%w)rk operating inthe zone tothe left of the cli
e

called a parabolic increase. The conplete schene is

scribed in Jain [18]. In a similar schene by Bux Mi;nple congestion avoidance scheme using asingle bit
the windowis increased linearly, that is by one afff¢he network layer header is summarized in [19] and

every eight packets. Recently, Jacobson [14] propdeedribed in further detail in [ 4, 20, 27, 28] .
another versioncalled ‘slowstart’ where the wi ndowW



7.3 Dlay-Bised Schema for (dngestion Avi d- levels. Schemes are required that prevent congestio
ance at one level fromaffecting the traffc at other levels
Thus, congestion of a backbone network should not af-

One problemwith schemes requiring explicit feedbd@et other networks and vice versa.
fromthe networkis that they cannot be used on heter&

. ) estion control 1n integrated netuorks with voice
geneous networks that consist of networks with seve 4 g ’

. . . . {aata and several other types of trafft is also an inter
diflerent architectures. Since all the mnjor networks, of . . .. .
sting research problem G ving higher priorityto voi

the world are sl owl y becom ng interconnected, a pac fe*gﬂi:, a commonly proposed solution, does mot suite

may traverse several different types of networks be M Cenvironments. In some cases, such as real-tine ap

arriving at the destination. In such cases, the feed-, . .
. ) plications, the delay and throughput requirenents are
back provided by one network may not be neaningf ul

) onpl ex, and accommmodating themin a congestion con-
to sources on other networks. Also, sonme interne

. . tol scheme is nontrivial. As the telecommunicationin
ate nodes, for exanple, bridges, are susceptible t(%1csotnfy is noving towards asynchronous transfer node
gestion, but cannot let their presence be known. (

b 1 h Cthimplicit feedback , which uses short, fixed-size packets (cells), t}
SUch cases, olly scaemes wmih 1fpiicit teedbac c%%oﬁgestion control schemes for such networks are being

used. ‘The tlma‘out-‘ba‘sed schene described earlier lﬁeaé&edly debated in several standards comm ttees.
exanple of an inplicit feedback schenme for congestion

control. To achieve congestion avoidance using inplifeddrogencous netuorks comsisting of netuorks using
feedback schenes is currently anunsol ved problem Quwyeral different architectures need implicit feedback

tentative proposal calls for neasuring del ay and adgedenes for congestion control and avoidance. This
ing the trafic depending upon the delay [21]. Mrgroblemwas nentioned earlier.

researchinthis areais required before this proposal can
be inplenented into networks. Dynamc link creatvon schemes that require the dial-
1ng up of a newlink need to be devel oped. Wen a
All three schenes discussedinthis section have twol kg% should be dialed up or disconnected depends upon
features. First, they donot require any additional pek-arifistructure. Nowthat high-speed, dial-uplin
ets. As discussed earlier, processing of packets is4%PpBroning available, it would be interesting to hav
sive, and any attenpt toincrease network performanggj delines regarding their usage.
by introducing nore packets mny not be fruitful. Sec-
ond, all parameters of the schemes are dinensionl &esver congestionis arecent problemthat started occur-
In particular, the schemes do not use any timers. THaigwiththe introductionof distributedsystens. Aft
correct value for any timer depends upon the netwoskpower failure, all nodes in a building need access t
size and the link speed. Aschene without any di nert-he nane server, boot server, and so on. Unless the ac-
sional parameters is applicable to a wider range ofckisgkis regul ated properly, the server can get congest
speeds and network sizes. with requests and may be so late in responding that
the requests are retransmtted, thus causing an unnec
essary additional 1oad on the servers. Schenes to sol+

8 Aeas for Rrther Rsearch this probl emneed to be devel oped.

Al though congestion control is not anewproblem thgge
are considerable opportunities for research. Inthis sec-
t1on, we point out several issues that needto be resol ved.

o o o (ongestion is not a static resource shortage problen
Path splitting among Long paths of differing capacities rather it is adynamcresource allocationproblem Sin

is not well understood. In mpst networks today, ﬁ”lplacingm)re nenoryinthe nodes, or creatingfaster
traffc froma given source to a given destination eitihefks or faster processors will not solve the congest
passes through the same pathor is split equally amHblem In any internediate systemwhere the total

di flerent paths of equal capacities. Thus, if the op“ﬁ;ﬁ% rate is higher than the output rate, queues wil
path is congested and a slower path is available, Hihqq up. Therefore, explicit neasures to ensure tha

slower pathis not used. Iksigningascheme that allppg jnput rate is reduced should be built into the pro
slower paths to be used depending upon the load levelsol architectures.

on all paths is a topic for further research.

) ) (Congestion occurs whenever the total demand is nore
Insulating one level of netuork hierarchy fromconges- than the total avail able resources of nemory, links, pr

tion tn other levels is another area for research. M’éetssors, and so on. Therefore, congestion schenes ca
large networks are organized hierarchically into several



be classified as resource creationschenes or demand fé&6] D Cohen, “Flow Control for Real-Time Commu-
duction schemes. Demand reduction schenes can be nication,” Conputer Conmmunication Review, Vol.
further subdivided into service denial, service degrhd, No. 1-2, January/April 1980, pp. 41-47.
dation, and scheduling schemes. Several schenes that
feedback the network load i nf ormmtion to the source[sf,i]
who in turn control traffc, have been proposed.

D W Davies, “The (ontrol of Congestion in
Packet- Switching Networks,” TEEE Trans. Com
mn., Vol. OOM 20, No. 6, June 1972.

(ongestion control is not a trivial problembecause of

the nunber of requirenents, such as lowoverhead, £ ailrl] A‘ ])31‘[131:5, S. ‘Keshav, a‘nd S. Sh?nker, “A‘naly-”
ness, responsiveness, and so on. In particular, conge§!S and Simul ationof a Fair Queueing Algorithm

tion schemes are called to work under unf avorabl e net- P{‘oc. ‘ACMSI(II‘)NMS9 Synpos i umon Commu- .
work conditions and are required to ensure that the re- nications Architectures and Protocols, Austin, TX,
sult is socially optimnl. Septenber 1989, pp. 1-12.

A nunber of network policies affect the choice of con8] B T Doshi and H Q Nguyen, “Ooilgestion Con-
gestion control schemes. This is why one schene mny trol in ISDNFrane- Rel ay Networks,” AT&TTech-

not be suitable for all networks. Givenaset of protocolical Journal, Novenber /Decenber 1988, pp. 35-
design decisions, the congestion control schenme has to"-

be tuned to work appropriately with that set. [9] F. D George and G E Young, “SNA Flow Con-

One principle that is often ignored in quickly designe&rOI: Architecture and Inplenentation,” TBMSys-
congestion control schemes is that the control and feeqbemJournal, Wl. 21, No. 2, 1982, pp. 179-210.

backrates should be simlar. Otherwise, the system[“f'd]l M Gerlaand L. Keinrock. “FlowControl: ACom

have oscillatory or irresponsive behavior. This is why Barative Survey,” IFEE Transactions on Commu-

conbination of schemes working at data 1ink, network- nications, Wl. OOM28, No. 4, April 1980, pp. 553-
ing, andtransport layers are required, alongwithpropeg,74 ’ ' T Sl

capacity pl anni ng t o overcone congestionlasting ashort
durationto a very long duration. [11] M Gerla, H W Chan, and J. R Boisson de

) Mrca, “Fairness in Conputer Networks,” Proc.
Finally, as the networks become larger and heteroge- IEEE International Conference on (o nica-

neous, with higher speeds and integrated trafft, the tions 10C 85, Chicago, IL, June 23-26, 1985, pp.
congestion problembecones nore difftult to handle 43.5.1-6 ’ ’ ’ ’ ’

and more inportant than ever.
[12] E. L Hahne and R G Gallager, “Round Robin
Scheduling for Fair Flow Control in Data Com
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