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INSTITUT DE RECHERCHE EN INFORMATIQUE ET SYSTÈMES ALÉATOIRES
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Abstract� The work presented in this paper 
ts into the realm of robotics and computer
vision� The problem we seek to solve is the accomplishment of robotics tasks by using visual
information provided by a particular sensor� mounted on a robot end e�ector� This sensor
consists of two laser stripes 
xed rigidly to a camera� projecting light planar on the scene�

First� we explain the approaches employed in robot control� using information provided by a
vision sensor� More speci
cally� we explain the visual servoing approach� which corresponds to
the one we have developed� Then� we express the modelling of visual information from a scene
consisting of spherical objects� by using several representations in the image� This modelling
permits us to establish a relation between the variations of visual information and camera
velocities� Finally� both in simulation and in our experimental cell� results are presented� They
concern the positioning task with respect to a sphere� and show the robustness and the stability
of the control scheme�
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Asservissement visuel en robotique �a partir d�un

capteur cam�era�laser

R�esum�e � Le travail pr�esent�e dans cet article s�int�egre dans le th�eme de la robotique et de
la vision par ordinateur� Le probl�eme que nous cherchons �a r�esoudre est l�accomplissement de
t�aches robotiques �a partir d�informations visuelles fournies par un capteur particulier� mont�e
sur l�e�ecteur d�un robot� Ce capteur est constitu�e de deux faisceaux laser coupl�es rigidement
�a une cam�era� projetant des plans de lumi�ere sur la sc�ene� En premier lieu� nous d�ecrivons
les approches utilis�ees dans la commande des robots �a partir d�informations fournies par un
capteur de vision� notamment l�approche asservissement visuel qui correspond �a celle que nous
avons utilis�ee� Ensuite� nous abordons la mod�elisation des informations visuelles pour une
sc�ene constitu�ee d�objets sph�eriques� en utilisant plusieurs repr�esentations dans l�image� Cette
mod�elisation nous permet d��etablir une relation entre les variations d�une information visuelle
et les mouvements de la cam�era� En
n� nous pr�esentons les r�esultats obtenus� soit en simulation�
soit sur notre site exp�erimental� Ils concernent la t�ache de positionnement par rapport �a une
sph�ere� et montrent la robustesse et la stabilit�e de la commande�

Mots�cl�e � asservissement visuel� couplage cam�era�laser� fonction de t�ache� objets sph�eriques



Visual Servoing in Robotics Scheme Using a Camera�Laser�Stripe Sensor �

� Introduction

Nowadays� the vision sensor �camera� is more and more essential in order to resolve complex
problems of the environment perception� Its miniaturization and recent image processing deve

lopments have allowed� 
rst� the mounting of the visual sensor on the end e�ector of a robot�
and secondly� the integration of visual information in a robot control loop�

These developments have permitted the realization of many more robotics tasks such as
target tracking and obstacle avoidance� The 
rst work concerning the use of visual information
in robot control was conducted by Sanderson and Weiss ����� ����� It presents two separate
approaches� The 
rst approach� commonly called �Look and Move�� is synthetized in terms of
regulation of the end e�ector situation ���� ���� ����� Thus� in this approach� an interpretation step
of the end e�ector situation is necessary� This step is usually obtained with some inaccuracies�
depending on the visual sensor geometry� environment and robot models� Moreover� the search
for the end e�ector situation is time consuming and may a�ect the system�s overall behaviour�

The second approach� which removes the drawbacks of the previous approach� controls the
end e�ector of a robot using visual information� This control scheme corresponds to the one we
developed and is called �visual servoing��

This paper is organized as follows� Section � describes the visual servoing approach and
gives an overview of di�erent aspects employed in robot control using information provided by
a vision sensor� In the case of the camera
laser sensor� we express in Section � the modelling of
the visual information obtained from a sphere� by using several representations in the image�
We present results obtained in simulations and in our experimental cell in Section �� in order
to prove the robustness and the stability of the control scheme�

� Visual Servoing Approach

��� Task Function

In this approach� the control is directly speci
ed in terms of regulation in the image� One can
notice that this approach has the advantage of avoiding the intermediary step of the estimation
of the �D situation r of the workpiece with respect to the end e�ector�

For a given robotics task� a target image is built� corresponding to the desired position of the
end e�ector with regard to the workpiece �see Figure ��� Then� a control scheme is developed
directly based on image errors between the current image and the target image ���� ����

It may be shown that all visual servoing tasks can be expressed as a regulation to zero of a
function e��r� t�� called vision�based task function ��	�� So� the use of a vision sensor allows us
to build up such a task function which will be used in visual servoing� It is expressed by the
following relation ��	��

e��r� t� � C�s�r� t�� s�� ���

where

� s� is considered as a reference target image to be reached in the image frame�

� s�r� t� is the value of visual features currently observed by the camera� These features
depend on the situation between the sensor and the scene �noted r��

PI n����



� D� Khadraoui� G� Motyl� P� Martinet� J� Gallice� F� Chaumette
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Figure �� Visual servoing

� C is a constant matrix� which takes into account more visual features than the number
of robot degrees of freedom�

For a given task� the problem consists of choosing relevant visual features to achieve the
task� and then constructing the constant matrix C� This matrix requires the establishment of
the interaction matrix related to the chosen visual features� The choice of matrix C will be
discussed later�

��� Interaction Matrix

We formalize the problem in terms of sensor�based�control �	� applied to visual servoing� The
visual data� provided by the wrist
mounted sensory apparatus� is modelled as a set of elementary
signals s associated to the �D geometric primitives in the image corresponding to the projection
of the �D primitives in the scene� The interaction between the sensor and the scene is described
by a coupling matrix LT

s which links the behaviour of the signal to the sensor and�or object
motion�

 s � LT
s � � ���

where

�  s is the time variation of s�

� � is the object velocity with respect to the sensor� with ���T�!���Tx� Ty� Tz�!x�!y�!z�T �

� LT
s � called interaction matrix� links the variations of s and camera velocities� It perfectly

expresses the interaction between the robot and its environment�

The 
rst work concerning the modelling of visual information was developed by Feddema
���� ����" it concerns the modelling of points and permits to control four degrees of freedom of
a robot �three translations and one rotation��

Next� Espiau et al� modelled a set of low level geometrical primitives such as points� lines�
circles� cylinders and spheres in the case of passive vision ���� ���� Our work consists in the mo

delling of visual information by using a sensor called �active� in the sense that it is constituted
by a camera and two laser stripes�

Irisa
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��� Redundancy Tasks

Each vision
based task can be conveyed as the regulation to zero of a function e��r� t�� de
ned
by ��� which depends on the manipulator robot position and on the object motion ��	�� This
motion is parametrizable by the time variable t�

Now� we de
ne the construction of a global task function e�r� t� given e��r� t�� Indeed� when
only some degrees of freedom are used in a vision
based task� it may be interesting to use the
other degrees of freedom in a secondary task� Generally� the realization of a secondary goal is
expressed as a minimization of a cost function hs�r� t� under the constraint that the main task
is achieved� i�e e��r� t� � ��

If we consider a main task e��r� t� of dimension m and a secondary task gTs � �hs
�r

� the deter

mination of degrees of freedom which are left free by the main task requires the computation
of the kernel of the matrix J� � �e�

�r
� In practice� this is equivalent to the knowledge of a m�n

full rank matrix W �where n is the number of robot degrees of freedom� such that �

Ker�W � � Ker�J�� ���

Once such matrix is known� a possible global task function may be found ����� ��	��

e � W�e� � �In �W�W �gTs ���

where W� is the pseudo
inverse of W and �In � W�W � an orthogonal projection operator
which projects gTs in the kernel of J��

In the visual servoing case� the global task function can be expressed by�

e � W�C�s�r� t�� s�� � �In �W�W �gTs ���

Since the interaction matrix is de
ned by LT
s � �s

�r
� we can write�

J� �
�e�
�r

� CLT
s �	�

and we can easily show from ��� that W can be chosen such that�

Ker�W � � Ker�LT
s � ���

provided C satis
es CLT of full rank�

��� Control Law and Stability

A basic control law consists of trying to obtain the task error e�r� t� so that it approximately
behaves like a 
rst
order decoupled system ���� Therefore� we can express�

 e � ��e ���

with � � �� Then� knowing that e�r� t� depends both on the manipulator robot position and
the object motion� we can write�

 e �
�e

�r
�c �

�e

�t
���

PI n����
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where �c is the camera velocity� Hence� �c should ideally be of the form�

�c � �
�
�e

�r

���

��e �
�e

�t
� ����

where
�
�e

�r

�
and �e

�t
have to be determined�

It can be shown ��� that a su#cient condition for exponential convergence is given by�

CLT
sW

T � � ����

This relation allows us to choose the control matrix C from W and LT
s � For that� we use the

pseudo inverse of the interaction matrix related to s�� This choice corresponds to�

C � WLT�
js�s� ����

where LT�
js�s� is the value of the interaction matrix at a location corresponding to the desired

feature s � s�� The positivity condition ���� is then satis
ed in the neighbourhood of s � s�

since the product WW T is positive� Moreover� it can be shown that this choice of C allows us
to consider in ���� �e

�r
� In�

Furthermore� since W is constant� and by using the visual task function ���� we have�

�e

�t
� W��e�

�t
� �In �W�W �

�gT
s

�t
����

Vector �e
�

�t
represents the contribution of a possible autonomous target motion and is gene


rally unknown ���� Consequently� if the object is motionless ��e�
�t

� ��� the control law ���� can

nally be written�

��
� �c � ��e� �In �W�W �

�gT
s

�t

with e � W�WLT
s�s� �s�r� t�� s�� � �In �W�W �gTs

����

This simple control law only requires the tuning of gain �� which depends on the rate of the
control law and the robot dynamic �in our case � � �����

��� Coupling a Camera and Laser Stripe

The use of a laser stripes allows us to reduce illumination problems� A camera alone detects
more information about the image than necessary� and therefore the computing time of the
image processing task is high because of the complexity of the scene� Laser stripes removes this
drawback because only the information given by the laser stripes projection onto the scene is
detected by the visual sensor�

Laser stripes in robotics have been widely used in real
time tracking of moving objects �����
and also in many applications allowing the recognition and interpretation of a workpiece surface
���� The particular aim of these applications was to search for the three dimensional information
of the visualized objects� In our applications� we use two laser stripes rigidly attached to the
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camera� which is 
xed to a robot manipulator� Each stripe projects a light planar onto the
scene� which is static� We do not search for the three dimensional information and we mainly
use visual information provided by the laser stripe projection onto the scene�

Moreover� the observed visual features are very straightforward to detect and depends only
on the object geometry� The features are limited to points of discontinuity or lines in a poly

hedral scene case ����� ����� ����� Therefore� image processing is signi
cantly reduced� hence a
saving of time which furthers the dynamics of the system�

The only constraint imposed by the laser stripe is to know the position of the laser plane
with respect to the camera frame� This can be obtained using classical calibration technique
����� Knowing the laser plane parameters and also the geometry of the scene objects� we can
model visual information from the image� After the modelling of interaction matrices� we can
build the control scheme given by ���� allowing to accomplish a visual servoing�

We now present a general method for the modelling of these interaction matrices� Let
us consider an elementary visual signal s provided by this sensor� This camera
laser feature
characterizes usual geometrical properties of the scene in the image� It is de
ned as the function
s � f�p�r�� which depends on the con
guration of the considered primitives� represented by
the parameters p� These parameters p depend on the position r between the sensor and the
primitive� So� the time variation of s can be obtained as�

 s �
�s

�p

�p

�r
 r ����

where

�  s represents the time variation of s in the image�

�  r is nothing but �� the object velocity with respect to the sensor �� �  r � dr

dt
��

We then have the interaction matrix LT
s expressed by�

LT
s �

�s

�r
�

�s

�p

�p

�r
��	�

The computation of �s

�p
is generally trivial and we will see in the next section how to compute

�p

�r
�

� Remark� If we choose a new representation of the considered primitive� parametered by
the function q � q�p�� which depends on the initial parameters p� we can express  q as
follows�

 q �
�q

�p
 p ����

and then the corresponding interaction matrix is given by�

LT
s �

�s

�q

�q

�p

�p

�r
����

PI n����
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In the past ����� this method has been used to compute interaction matrices related to
polyhedral scenes� In that case� visual features only consist of points of discontinuity or lines�
But� this method is more general since it can be applied for any geometrical primitive� In the
next section� we present the case of a spherical scene by using several representations in the
image�

� Modelling Visual Features Obtained from a Sphere

In order to model visual features obtained from a spherical scene� it is necessary to select the
ones which can be used in the control scheme� Then� we have to compute the related interaction
matrix�

The sphere �see Figure �� is represented by its centre m� � �x� y� z��T and its radius r� i�e�

�x� x��
� � �y � y��

� � �z � z��
� � r� � � ����

Laser

Camera

Laser 
plane

y

x

x

y

Visualized  image 

Camera-laser coupling Image plane 

Sphere projection  Ellipse given 
by the laser 
stripe

Sphere

Figure �� Camera
laser coupling with a sphere

Each laser stripe rigidly attached to the camera is characterized by a plane equation�

ax� by � cz � d � � ����

Considering a pinhole camera with unit focal length� a point x�x� y� z�T in �D space projects
into X � �X Y ��T on the image frame with�

X �
�

z
x ����

By using ���� into ���� and ����� we can express the ellipse equation giving the projection in
the image of the intersection between the sphere and the laser plane �see Figure ��� Obviously�
the camera only detects the portion of the ellipse corresponding to the sphere top side� The
equation of this ellipse is given by ����

Irisa



Visual Servoing in Robotics Scheme Using a Camera�Laser�Stripe Sensor �

E��X�A� � X� �A�Y
� � �A�XY � �A�X � �A�Y � A� � �with

�
X � �X� Y �
A � �A�� � � � � A��

����

where ��������
�������

A� � �b��z�� � y�� � x�� � r�� � �bdy� � d���A�

A� � �ab�z�� � y�� � x�� � r�� � ady� � bdx���A�

A� � �ac�z�� � y�� � x�� � r�� � adz� � cdx���A�

A� � �bc�z�� � y�� � x�� � r�� � bdz� � cdy���A�

A� � �c��z�� � y�� � x�� � r�� � �cdz� � d���A�

����

and A� � a��z�� � y�� � x�� � r�� � �adx� � d� �� �

��� Ai Parameters

In this case� we have s � �A�� ���� A�� and p � �a� b� c� d� x�� y�� z�� r�� In order to establish� the
interaction matrix related to these parameters� we have to compute the time variation of A
which can be expressed as follows�

 A �
�A

�p

�p

�r
� ����

In our conditions� we have  a �  b �  c �  d �  r � �� since the laser plane is rigidly attached
to the camera and the sphere keeps its shape� p can thus be restricted to p � m� � �x�� y�� z���

We have  m� � �T � ! �m� which allows us to easily compute
�p

�r
� We obtain �

�p

�r
�

	
B
 �� � � � �z� y�

� �� � z� � �x�
� � �� �y� x� �

�
CA ����

Moreover� we have from �����

�s

�p
�

�

A�

	
BBBBBB


�b�x� � �A� �b�y� � �bd � �a�y�A� �b�z� � �a�z�A�

�abx� � bd� �A� �aby� � ad� �a�y�A� �abz� � �a�z�A�

�acx� � cd� �A� �acy� � �a�y�A� �acz� � ad� �a�z�A�

�bcx� � �A� �bcy� � cd� �a�y�A� �bcz� � bd� �a�z�A�

�c�x� � �A� �c�y� � �a�y�A� �c�z� � �cd � �a�z�A�

�
CCCCCCA

��	�

with � � �a�x� � �ad�

We 
nally obtain LT
A by the product of matrices �s

�p
and

�p

�r
�
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LT
A � �

�

A�

	
BBBBBBBBB


�b�x���A�a
�x���A�ad �bd� �b�y���A�a

�y� �z��b
�
�A�a

��

��A�a
�x���A�ad� �abx� � bd a�d� �by���A�ay�� �az��b�A�a�

��A�a
�x���A�ad� �acx� � cd �ay��c�A�a� a�d� �cz���A�az��

�bcx���A�a
�x���A�ad cd��A�a

�y� � �bcy� bd� �bcz���A�a
�z�

�c�x���A�a
�x���A�ad �y��c��A�a

�� �cd� �c�z���A�a
�z�

��bdz� ��A�adz� �d�A�ay� � bx��

�adz� dz��b��A�a� �d�by���A�ay��ax��

ady� �d��A�az� � ax��cz�� �dy��c��A�a�

d�by��cz�� �d��A�az� � bx�� d�cx� � �A�ay��

�cdy� ��d�A�az� � cx�� �A�ady�

�
CCCCCCCCCA

����

Knowing equation of the ellipse � we can compute other interaction matrices by using other
representations in the image� One method uses the inertia moments of the ellipse� another one
searches for points of discontinuity from the intersection of the ellipse given by the projection
of the sphere in the image and the ellipse given by the intersection of the laser stripe and the
sphere�

��� Inertia Moment

The parameters of the ellipse can be expressed from inertia moments mij � $X�E$Y �EX
iY j

with i� j � �� Inertia moments can be easily extracted from a digitized image�

From the equation ����� the natural representation of the ellipse 
xing the centre coordinates
�Xc� Yc�� the lengths of axis �A�B� and the orientation �E� allows us to write�

�X �Xc � E�Y � Yc��
�

A��� � E��
�

�Y � Yc � E�X �Xc��
�

B��� � E��
� � � � ����

with the following relations ����

Xc � �A�A� �A�A����A�
� �A��

Yc � �A� �A�A����A�
� �A��

E � �A� � ��
q

�A� � ��� � �A�
����A�

A� � ��X�
c � �A�XcYc � A�Y

�
c �A����� � A� �

q
�A� � ��� � �A�

��

B� � ��X�
c � �A�XcYc � A�Y

�
c �A����� � A� �

q
�A� � ��� � �A�

��

����

Knowing the parameters given by ����� the inertial moments are de
ned by�

�����
����

m�� � 	AB " m�� � 	ABXc " m�� � 	ABYc
m�� � 	AB�A� � B�E������ � E�� � 	ABX�

c

m�� � 	ABE�A��B������ � E�� � 	ABXcYc
m�� � 	AB�A�E� � B������ � E�� � 	ABY �

c

����
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Then� we choose as new representation of the ellipse� the parameters 
��Xc� Yc� 
��� 
��� 
���
with ���� ��������

�������

Xc � m���m��

Yc � m���m��


�� � ��m�� �m��X
�
c ��m�� � �A� � B�E����� � E��


�� � ��m�� �m��XcYc��m�� � E�A� �B����� � E��

�� � ��m�� �m��Y

�
c ��m�� � �A�E� � B����� � E��

����

From this set of parameters and the equation ����� we can 
nd the relation between para

meters 
 � �Xc� Yc� 
��� 
��� 
��� and A � �A� � � �A��� and we obtain�

��������
�������

Xc � �A�A� �A�A����
Yc � �A� �A�A����

�� � �A�K��

�� � �A�K��

�� � �K��

����

with � � A�
� �A� and K � X�

c � �A�XCYC � A�Y
�
C �A�

We can now construct the interaction matrix related to s � 
� From ����� we have�

LT
� �

�


�A

�A

�r
����

where �A

�r
is nothing but the interaction matrix LT

A given in ���� and
��

�A
can easily be determined

from �����

Using the following relation�

��������
�������

A� � 
���
��

A� � 
���
��

A� � ��Xc
�� � Yc
����
��

A� � ��Yc
�� � Yc
����
��

A� � �
�
�� � 
��
�� � X�

c 
�� � �
��XcYc � 
��Y
�
c ��
��

����

we 
nally obtain the interaction matrix LT
� � �LXc

� LYc � L��� � L���� L����
T � expressed with re


presentation 
 �����
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LTXc

� �
���
K

� ���x��� � ���d�� dXc��� ���y��� � ���d�� dYc���

���z��� � d��� d�����z� � �����

d�����z� � ����� d���� � ����� �

LTYc � �
���
K

� ���x��� � ���d�� dXc��� ���y��� � ���d�� dYc���

���z��� � d��� d����� � ����z��

d������z� � ����� d���� � ����� �

LT��� � �
���
K

� ��������x� �Xcd� � �����x� � ���d�� ��������y� � Ycd� � �����y� � ���d��

��������z� � d� � ��
�
z�� �d������� � �����z��

��d������� � �����z�� �d������� � ����� �

LT��� � �
���
K

� ���������x� �Xcd� ���������y� � Ycd�
������x� � d������ � �������� ������y� � d������ � ��������

��������z� � d�� �����z�� d�������� � z������� � �������

�d�������� � z������� � ������� d�������� � ���� � ����� �

LT��� � �
���
K

� ��������x� �Xcd� � �����x� � ���d�� ��������y� � Ycd� � �����y� � ���d��

��������z� � d� � ��
�
z�� �d������� � �����z��

��d������� � �����z�� �d������� � ����� �

����

with

��������
�������

K � A��

�
�� � 
��
���

�� � a
�� � 
��b
�� � b
�� � 
��a
�� � �
��x� � 
��y�
�� � 
��x� � 
��y�

and

�����
����

� � aXc � bYc � c
�� � y� � Ycz�
�� � x� �Xcz�
�� � Ycx� �Xcy�

Let us remark that all these results were computed using MAPLE ����

��� Point of Discontinuity Primitive

In order to elaborate the interaction matrix related to the point of discontinuity primitive� it
is necessary to determine the expression of two ellipses�

� the ellipse given by the projection into the image of the intersection between the sphere
and the laser plane ����"

� the ellipse given by the sphere projection onto the image�

This second ellipse �a circle if the sphere is centered in the image� can be represented in a
similar way to the 
rst one�

E��X�B� � X� �B�Y
� � �B�XY � �B�X � �B�Y �B� � �with

�
X � �X� Y �
B � �B�� � � � � B��

��	�
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where ����� ��������
�������

B� � �r� � x�� � z����B�

B� � �x�y���B�

B� � �x�z���B�

B� � �y�z���B�

B� � �r� � x�� � y����B�

����

and B� � r� � y�� � z��

Theoretically� and knowing these two expressions of the ellipse� we have two points of dis

continuity Xe � �Xe� Ye� which correspond to their intersections� Then we can determine the
interaction matrix related to each point of discontinuity� We compute the time variation of the
expression E��X�A� and E��X�B�� We have�

 E� �
�E�

�Xe

 Xe �
�E�

�A
 A � � ����

 E� �
�E�

�Xe

 Xe �
�E�

�B
 B � � ����

We thus obtain a linear system with  Xe�  Ye as unknowns� The resolution of this system
gives the interaction matrix LT

X
e

of the point of discontinuity� knowing�

� the expressions Ai given by �����  Ai given by ����� Bi given by ���� and  Bi obtained in a
similar manner to the interaction matrix of the parameters Ai� These expressions depend
on �D scene parameters and the sphere velocity �T �!� with respect to the sensor�

� the coordinates Xe� Ye of the point of discontinuity extracted after each image acquisition�

After some simpli
cations� the interaction matrix can be expressed by�

 X e �

�
 Xe

 Ye

�
� LT

X
e

� � ����

where

LT
Xe

� � �
K

 ����x�� � dXe� � ���Ye�� � ��� ����y�� � dYe� � ����Xe�� � ���

����z�� � d� � ���Xe�� � Ye��� ������ � d����

������� � d���� ������� � d���� �

LT
Ye

� � �
K

 �����x�� � dXe�� ���Ye�� � ��� �����y�� � dYe�� ����Xe�� � ���

�����z�� � d�� ���Xe�� � Ye��� ������d� ����

�������d� ���� �������d� ���� �

����

with

��������
�������

�� � Xez� � x�
�� � Yez� � y�
�� � Yex� �Xey�
� � Xea � Yeb � c
� � Yey� � Xex� � z�

and

��������
�������

�� � B��Xe � B�Ye � B��
�� � B��B�Ye � B�Xe � B��
�� � A��Xe � A�Ye � A��
�� � A��A�Ye � A�Xe � A��
K � ������ � �����
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� Results

The chosen task consists of positioning the camera with respect to a sphere in such way that
the projection in the image gives a centered circle �x� � y� � �� z� � z��� The experimentations
have been performed with a sphere of radius �cm� the desired distance z�� between camera and
object� being 
xed to ��cm� We use the di�erent parametrizations presented in the previous
section i�e�� the Ai parameters� the inertia moments parameters and the points of discontinuity
parameters obtained by the intersection of the sphere ellipsis and the laser plane ellipsis �����
First of all� we brie%y present the experimental cell built in our laboratory�

��� Hardware System Organization

For visual servoing applications� both the image analysis and the robot control must be per

formed continuously� in real
time� and with only modest computing hardware� To meet the
practical constraints of cost and real
time implementation� we have built a laboratory experi

mental cell based on the following considerations�

� The %ow of data through the system has to be organized to minimize delays and storage�
Therefore� we opted for an integrated robot
vision control architecture�

� Sensor
motor cooperation � In order to ensure the stability of the control� the system
has to be sampled at an adequate rate� The results computed by the image processing
algorithm have to be furnished at a 
xed rate to the robot controller �the results must
be consistent with the given input image�� Moreover� the processing time must be consis

tent with the sampling period of the robot controller� For visual servoing tasks� based on
practical considerations �acquisition time of an image� processing power of current avai

lable computers and hardware versus amount of processing real
time experiments�� we
suggest a minimal rate of �� images per second� This means that visual analysis has to be
%ow
through� avoiding iterative loops� with storage of parameters of visual informations�

The functional elements of our system consists of a robot control and vision processing modules
�see Figure ��� They take place concurrently in an integrated robot and vision controller orga

nized around the VME bus using a multi
processor architecture� In order to master the timing
of the processing� we use the VERSADOS operating system� a multi
tasking and multi
process
real
time operating system which controls the timing and sharing of the various vision proces

sing and control tasks� The di�erent tasks communicate with each other by interruptions under
the supervision of a master controller� For visual servoing purposes� only a limited number of
image features have to be detected and extracted at video rate� As we know the information
to extract� the pre
processing stage �processing on the data %ow� seems to be the best level for
hardware implementation� Finally� we note that the sensor is positioned on the last body of a
robot with 
ve degrees of freedom�

Irisa



Visual Servoing in Robotics Scheme Using a Camera�Laser�Stripe Sensor ��

PROCESSING

CAMERA

HOST

MAXBUS control

MAXBUS data flow

VME BUS

MONITOR

MODULE

ACQUISITION
MODULE

Figure �� Image processing module

��� Results Using the Ai Parameters

We 
rst realize the positioning task using the Ai parameters� Both laser planes have been
calibrated in order to produce two orthogonal ellipse centered in the image at the desired
position� These particular con
gurations simplify the relations de
ned in Section �� We 
rst
have�

Laser ��

�����
����

al� � �
bl� �� �
cl� � �
dl� � ��z�� � r����z�

Laser ��

�����
����

al� �� �
bl� � �
cl� � �
dl� � ��z�� � r����z�

����

With two laser stripes� we can choose s � �A�� A�� A�� A�� A�� A�� A�� A�� A�� A��� where
Aij is the parameter Ai corresponding to the ellipse j� At a desired position� we can compute
s� using �����

s� � �A�
�� A

�
�� A

�
�� A

�
�� A

�
�� A

�
�� A

�
�� A

�
�� A

�
�� A

�
���

with�����������
���������

A�
�� � �b�l��z

� � r�� � d�l���A
�
�� A�

�� � d�l��A
�
��

A�
�� � � A�

�� � �
A�

�� � � A�
�� � �al�cl��z� � r�� � al�dl�z

���A�
��

A�
�� � �bl�cl��z� � r�� � bl�dl�z

���A�
�� A�

�� � �
A�

�� � �c�l��z
� � r�� � �cl�dl�z� � d�l���A

�
�� A�

�� � �c�l��z
� � r�� � �cl�dl�z� � d�l���A

�
��

A�
�� � d�l� A�

�� � a�l��z
� � r�� � d�l�
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The interaction matrix related to s � s� is obtained from �����

LT
js�s� � �

	
BBBBBBBBBBBBBBBBBBBBBBBBB


� �b�d�
A�

��

�b�
�
z�

A�

��

��b�d�z
�

A�

��

� �
b�d�
A�

��

� � � b�d�z
�

A�

��

�
c�d�
A�

��

� � � c�d�z
�

A�

��

�

� c�d�
A�

��

b���c�z
��d�	

A�

��

�c�d�z�

A�

��

� �

� � �c��c�z��d�	
A�

��

� � �

��A�

��
a�d�

A�

��

�
��A�

��
a�
�
z�

A�

��

�
��A�

��
a�d�z

�

A�

��

�

� a�d�
A�

��

� �a�d�z
�

A�

��

� �
�d���A

�

��
a��c�	

A�

��

�
�a����c�z

��d���A�

��
a�z

�	

A�

��

�
�d�z

���A�

��
a��c�	

A�

��

�

� c�d�
A�

��

� �c�d�z�

A�

��

� �
��A�

��
a�d�

A�

��

�
�c�

�
z���c�d���A�

��
a�
�
z�

A�

��

�
��A�

��
a�d�z

�

A�

��

�

�
CCCCCCCCCCCCCCCCCCCCCCCCCA
����

In this case� the rank of LT
js�s� is �� It means that � camera degrees of freedom� correctly

chosen using the form of the interaction matrix� are su#cient to achieve this task� Indeed� the
kernel of this matrix is given by �

Ker�LT
js�s�� �

	
BBBBBBBB


�z� � �
� z� �
� � �
� � �
� � �
� � �

�
CCCCCCCCA
� ����

To perform this task� we have used the camera translational velocities Tx� Ty and Tz� In that
case� the corresponding interaction matrix is composed of the 
rst three columns of the general
form given in ���� and the matrix W can be chosen as I� �proving the condition ����� So� the
global task function ��� is given by �

e � W�WLT�
js�s��s�r�� s�� � LT�

js�s��s�r� � s�� ����

Let us note that� because of the particular con
guration of LT
js�s�� !y could be used instead

of Vx and !x instead of Vy�
We present simulation results on the Figure �� with noises corresponding to errors in the

geometric model of the robot and to the ellipsis parameter extraction error owing to the image
processing ��& white noise on the image coordinates and on the camera location��

The di�erent windows show �see Figure ���

� �a�� the target image �con
guration of the ellipse in the target image�"

� �b�� the initial image observed by the camera before the visual servoing"

� �c�� the behaviour of each component of the control vector during the visual servoing
�translational velocity Tx� T y� T z�"
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� �d�� the evolution of the error � jjs� s�jj"

� �e�� the behaviour of each point of discontinuity during the task�

Simulation results with noise
�a� �b�

�c� �d�

�e�

Figure �� Use of the Ai parameters in the control law

We can observe in Figure � that the convergence to the desired image target is correctly
performed� The stability and the robustness of the control scheme have been proved in several
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simulation conditions� Note that the noise introduced on the measurements and on the robot
locations brings little perturbation to the system�

��� Results Using the Inertia Moments

We can realize the same positioning task from parameters given by the inertia moments� We
can choose s � �Xc� � Yc� � 
���� 
���� 
����Xc� � Yc� � 
���� 
���� 
����� where index i corresponds to
the ellipse given by the laser plane i�

At the equilibrium position� and using ����� we can compute
s� ��X�

c�
� Y �

c�
�
�����


�
����


�
����X

�
c�

�Y �
c�

�
�����

�
����


�
���� with�

��������
�������

X�
c�

� �
Y �
c�

� �

���� � r����b�l�z

�� � z�� � r���

���� � �

���� � r����z�� � r���

and

��������
�������

X�
c�

� �
Y �
c�

� �

���� � r����z�� � r���

���� � �

���� � r����a�l�z

�� � z�� � r���

��	�

By using ����� the expression of the interaction matrix related to s � s� can be easily
obtained�

LT
js�s� � �

	
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB


�
�

� � � z�

�
�

�
��
���

���
���

�� ��z���	
����

���

���
���

z�

���
���

� �

� �
��
���

�

���
���

��

��

���
�z���	���z��

����
���

��
��
���

�z�

���
���

� �

��

�
� � � ��z�

�
�

� � �� �z���	
��

� � �

�
A�

� �� ��z���	
A��

�

���

� �z�

A�

�

�
��
���

�

A��
�

���

� ���
���

�z�

A��
�

���

� �

� � ��
��
���

�z���	

A��
�

���

� � �

� ����
���

�

A��
�
���

�
���

���
�z�

A��
�
���

� �

���

A�

� ��

��

���
�z���	���z��

A��
�

���

� ���z�

A�

�

�
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

����

with

�����
����

� � �z�� � r���z�

� � al�

�
���

� � bl�

�
���

A�� � a�l��z
�� � r�� � ��

This matrix has the same kernel� given by ����� than using the Ai parameters� In this case�
we have used camera velocity vectors Tz�!x and !y to accomplish the task� The expression of
the corresponding task function and control law can be obtained in a similar manner as stated
previously�

Figure � presents simulation results in the presence of noise�
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Simulation results with noise

Figure �� Use of the inertia moments in the control law
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��� Results Using the Points of Discontinuity

The same positioning task has been realized in our experimental cell by using points of discon

tinuity of the ellipse� Moreover� we use a 
ve degrees of freedom manipulator which does not
provide the rotation !x�

Using two laser stripes to perform this task� we have s � �X�� Y�� � � � �X�� Y��� where the

rst two points belong to the laser plane � �al� � �� and the last two points belong to the laser
plane � �bl� � ��� At the equilibrium position� the sphere is still centered in the image� thus
s� � �X�� ���X�� �� �� Y �� ���Y �� with X� � Y � � r�

p
z� � r��

The rank of the interaction matrix� related to s � s�� is again �� The matrix is obtained
from �����

LT
js�s� � � �

K

	
BBBBBBBBBBBBBBBBBBBBB


z� � �X�z� � z�� �

�X�K

�bl�
� z���r�

�bl�
� �X�Kz�

�bl�
�

z� � X�z� � z�� �

X�K

�bl�
� z���r�

�bl�
� X�Kz�

�bl�
�

� �Y �K

�al�

z���r�

�al�

Y �Kz�

�al�
� �

� z� �Y �z� �z�� � �

� Y �K
�al�

z���r�

�al�
�Y �Kz�

�al�
� �

� z� Y �z� �z�� � �

�
CCCCCCCCCCCCCCCCCCCCCA

����

with K � z�� � r�

In this application� the processing applied to the image consists of a simple direct threshol

ding which allows to keep only the information corresponding to the over light area due to the
laser stripe projection onto the scene� Then it is easy to extract the points of discontinuity of
the ellipse�

Results obtained in our experimental cell using the � translational degrees of freedom are
shown in Figure 	� They show the stability and the exponential convergence of the control
law� The convergency to the desired con
guration of the target in the image is performed�
These experimental results and those obtained in simulation� with other parameters� possess
approximately the same behaviour�

Finally� we present experimental results of the same positioning task with a secondary task
which consists in a rotation !y independent of the visual servoing� In order to achieve this
secondary task� it is necessary to choose the matrix W according to the condition Ker�W � �
Ker�LT

js�s��� Intuitively� it seems di#cult to de
ne this matrix W from the expression of the in


teraction matrix� That is why we express this matrix from di�erent rows of LT
js�s�� For instance�

W � which has to be a � � 	 matrix of full rank �� may be chosen as�

W �
�

K

	
BBBB


z� � �X�z� � z�� �

�X�K
�bl�

� z���r�

�bl�
� �X�Kz�

�bl�
�

� �Y �K

�al�

z���r�

�al�

Y �Kz�

�al�
� �

�
CCCCA ����
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Experimental results

Figure 	� Use of points of discontinuity

Then� the global task function e can be expressed as�

e � W�C�s� s�� � �I� �W�W �gTs ����

where W� is the pseudo inverse of W � C � WLT�
js�s� and

�I� �W�W � �
�

�z�� � ��

	
BBBBBBBB


z�� � � � �z� �
� z�� � z� � �
� � � � � �
� z� � � � �
�z� � � � � �

� � � � � �

�
CCCCCCCCA

����

The secondary task� which corresponds to the rotation of the camera around y axis at a
constant velocity 
� comes down to minimize the following secondary cost hs�

hs �
�

�
���y�t�� �y��� � 
t�� ����

where �y��� is the initial orientation y of the camera� �y�t� is the current value and � is a
positive scalar weight�
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We can compute�

gT
s

�
�hs
�r

�

	
BBBBBBBB


�
�
�
�

���y�t�� �y���� 
t�
�

�
CCCCCCCCA

�
�gT

s

�t
�

	
BBBBBBBB


�
�
�
�

��

�

�
CCCCCCCCA

����

Therefore� we can determine the control law applied to the camera�

�c � ��W�C�s� s��� ��

�z�� � ��

	
BBBBBBBB


�z���y�t�� �y���� 
t�
�
�
�

��y�t�� �y��� � 
t�
�

�
CCCCCCCCA

�
�

�z�� � ��

	
BBBBBBBB


�z�

�
�
�


�

�
CCCCCCCCA

����

Thus� we choose � � �z�� � �� in order that the rotational velocity around y axis has the
desired value 
 when e � �� We can note that the secondary task involves the desired rotational
velocity 
 around y axis but also implies a translational velocity along x axis� This translational
motion compensates the rotational motion in order that the camera turns around the sphere
without any variation in the image� Experimental results of this task are presented in Figure ��
The amplitude 
 of the rotational motion has been 
xed to � degree�s and � � ���� The
algorithm is decomposed as follows�

� positioning until the desired situation for ��� iterations�

� rotational motion !y for ��� iterations�

� opposite rotational motion !y for ��� iterations� e�t�c�

We can see from Figure � that the camera moves in order that the desired visual data
is reached in the image after the 
rst ��� iterations� Additionally� the visual data remains
unchanged during the secondary task accomplishment �the error remains around zero��

We can also remark that whatever the used parametrization type� simulation and experiment
be� the results have approximately the same behaviour�

	 Conclusion

In some applications� the passive vision may turn out to be restrictive due to the di#culty of
extracting �useful� information of the image� That is why a particular sensor� constituted by
the coupling of a camera and laser stripe� was chosen� Indeed� with such a sensor� the image
processing is signi
cantly reduced� and moreover the primitives in the image are relatively
straightforward�
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Experimental results

Figure �� Use of points of discontinuity �with a secondary task�
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In this paper� we have presented a general method for modelling visual features using this
useful sensor� and applied this method to a spherical scene case� This modelling establishes a
relation between the variation of visual information and the various motions of the sensor� Then�
we integrated these works under the task function approach which allows the achievement of
positioning robotics tasks with good robustness and stability conditions� Finally� in simulation
and in our experimental cell� results were presented for the positioning task with respect to a
sphere�

We have demonstrated the various advantages of a camera
laser coupling� Nevertheless�
this sensor has some constraints� This coupling involves some restrictions in the laser stripe
projection onto the scene� It is necessary to choose the most favourable situation of the laser
stripe in order to achieve a robotics task in conditions of best stability� Moreover� a calibration
step is essential in order to compute each parameter of a laser plane� This calibration step is
necessary in order to compute the desired position to be reached in the image �this could also
be done by a learning approach� but� as shown in ���� calibration parameters are not sensitive
for the stability� robustness and convergence of the visual servoing�

In these approaches� the sampling rate of the robot closed loop control is directly given
by the image processing time� Hence� for this reason� an original vision system �WINDIS�
WINdow DIStributor� based on a modular and parallel architecture concept is developed �����
This permits us to design control applications based on vision with real
time capabilities�
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