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Abstract

We consider problems of sequence processing and propose a solution based on a discrete state model
in order to represent past context. We introduce a recurrent connectionist architecture having a modular
structure that associates a subnetwork to each state. The model has a statistical interpretation we call
Input/Output Hidden Markov Model (IOHMM). It can be trained by the EM or GEM algorithms,
considering state trajectories as missing data, which decouples temporal credit assignment and actual
parameter estimation.

The model presents similarities to hidden Markov models (HMMs), but allows us to map input se-
quences to output sequences, using the same processing style as recurrent neural networks. IOHMMs are
trained using a more discriminant learning paradigm than HMMs, while potentially taking advantage
of the EM algorithm.

We demonstrate that IOHMMs are well suited for solving grammatical inference problems on a
benchmark problem. Experimental results are presented for the seven Tomita grammars, showing that

these adaptive models can attain excellent generalization.

*also, AT&T Bell Laboratories, Holmdel, NJ



1 Introduction

For many learning problems, the data of interest have a significant sequential structure. Problems of
this kind arise in a variety of applications, ranging from written or spoken language processing, to the
production of actuator signals in control tasks, to multivariate time-series prediction. Feedforward neural
networks are inadequate in many of these cases because of the absence of a memory mechanism that can
retain past information in a flexible way. Even if these models include delays in their connections [1], the
duration of the temporal contingencies that can be captured is fixed a priori by the architecture rather
than being inferred from data. Furthermore, for some tasks, the appropriate size of the input window
(or delays) varies during the sequence or from sequence to sequence. Recurrent neural networks, on the
other hand, allow one to model arbitrary dynamical systems [2, 3] and can store and retrieve contextual
information in a very flexible way, i.e., for durations that are not fixed a priori and that can vary from one
sequence to another. In sequence analysis systems that can take context into account in a flexible manner
(such as recurrent neural networks and HMMSs), one finds some form of “state variable” or representation
of past context. With a state-space representation the main computations can be divided into (1) updating
the state or context variable (the state transition function), and (2) computing or predicting an output,

given the current state (the output function).

Up to now, research efforts on supervised learning for recurrent networks have been almost exclusively
focused on gradient descent methods and a continuous state-space. Numerous algorithms are available
for computing the gradient. For example, the back-propagation through time (BPTT) algorithm [4, 5] is
a straightforward generalization of back-propagation that allows one to compute the complete gradient
in fully recurrent networks. The real time recurrent learning (RTRL) algorithm [6, 7, 8] is local in time
and produces a partial gradient after each time step, thus allowing on-line weights updating. Another
algorithm was proposed for training local feedback recurrent networks [9, 10]. It is also local in time,
but requires computation only proportional to the number of weights, like back-propagation through
time. Local feedback recurrent networks are suitable for implementing short-term memories but they

have limited representational power for dealing with general sequences [11, 12].

However, practical difficulties have been reported in training recurrent neural networks to perform tasks



in which the temporal contingencies present in the input/output sequences span long intervals [13, 14, 15].
In fact, it can be proved that any parametric dynamical system with a non-linear recurrence (such as a
recurrent neural network) will be increasingly difficult to train with gradient descent as the duration of the
dependencies to be captured increases [13]. This is a problem with the gradient of the error function and
thus it persists regardless of what gradient computation algorithm (such as RTRL or BPTT) is employed.
A common heuristic solution is to start training on shorter sequences, and then incrementally train on
longer sequences. In general, however, the rules needed to deal with long term dependencies might not be

present in short sequences.

Previous work on alternative training algorithms [16, 13] suggests that the root of the problem lies in
the essentially discrete nature of the process of storing contextual information for an indefinite amount
of time. A potential solution to this problem is to propagate, backward in time, targets in state space,
rather than differential error information. In order to gain some intuition about target propagation,
suppose that an oracle is available that provides targets for each internal state variable, and for each time
step. In this case learning would be reduced to a static learning problem, namely the problem of learning
the next-state and the output mappings that define the behavior of the dynamical system using a state
space representation. Of course, such an oracle is not available in general. It essentially supposes prior
knowledge of an appropriate state representation. However, we can conceive an iterative approach based
on two repeated steps: a first step approximates the oracle providing pseudo-targets, and a second step
fits the parameters to the pseudo-target state trajectory and the output targets. In the absence of prior
knowledge, the pseudo-target state trajectories can be randomly initialized. If each iteration is guaranteed
to produce some improvements in the approximation of the “true” targets, then the process may converge
to some useful solution with regard to the output targets specified by supervision. One of the first related
approaches is probably the moving target algorithm by Rohwer [17]. The moving target approach consists
in formulating supervised learning as an optimization problem in the joint space of temporal targets and
adjustable parameters (connection weights). Rohwer proposed a solution based on gradient descent and
demonstrated experimentally that some difficult credit assignment tasks could be solved. However, for

more difficult problems, the method got stuck very often in local minima and no useful solution could be



obtained.

Extending previous work [18], in this paper we propose a statistical approach to target propagation,
based on the EM algorithm. We consider a parametric dynamical system having n discrete states and we
introduce a modular architecture, with subnetworks associated to discrete states. The architecture can be
interpreted as a statistical model and can be trained by the EM or generalized EM (GEM) algorithms of
Dempster, Laird, & Rubin [19], by considering the internal state trajectories as missing data. In this way
learning is factored into a temporal credit assignment subproblem and a static learning subproblem that
consists in fitting parameters to the next-state and output mappings defined by the estimated trajectories.
In order to iteratively tune parameters with the EM or GEM algorithms, the system propagates forward
and backward a discrete distribution over the n states, resulting in a procedure similar to the Baum-Welsh

algorithm used to train standard hidden Markov models (HMMs) [20, 21, 22].

The main difference between standard HMMs and the model presented here, is that the former represent
the distribution P(yl) of output sequences y! = y,,y,,...,yr, whereas the latter represents the condi-
tional distribution P(le | ulT) of output sequences given input sequences ul = uy, ug, ..., ur. The model
presented here is therefore called Input/Output HMM, or IOHMM. IOHMMs are trained by maximizing
the conditional likelihood P(le | ulT) This is a supervised learning problem since the output sequence
y1 plays the role of a desired output in response to the input sequence ul. If the output represents clas-
sification decisions to be made when the input sequence is given, this approach is more discriminant than
standard HMMs (trained to maximize the likelihood of the observations). For example, in applications
of HMMs to isolated word recognition (a special case of sequence classification), a separate model is con-
structed for each word (class) and trained on instances of that class only. This type of training is said to
be not discriminant because each model (in our example, each word model) is trained independently: we
try to model the type of observations (here, acoustic) representative of that class (here, word). Instead,
discriminant training strategies do not attempt to build the best model of observations for each class,
but rather focus on on the differences between the type of observations for each class, in order to better
predict whether a given observation belongs to one class or another. Thus, models trained by discriminant

approaches can be expressed with less degrees of freedom, since they concentrate the use of parameters



on the decision surface between the classes, rather than on the distribution of data everywhere. Another
advantage of more discriminant training criteria is that they tend to be more robust to incorrectness of

the model, and for this reason sometimes perform better [24, 25].

Both the input and output sequences can be multivariate, discrete or continuous. Thus IOHMMs can
perform sequence regression (y continuous) or classification (y discrete). For example, in a task such as
phoneme recognition, ] may be a sequence of acoustic vectors (such as cepstral parameters) and yl may
consist of a discrete sequence of phonetic labels. In sequence classification tasks (such as isolated word
recognition), the output can be the label y, of a class, defined only at the end of each sequence. Other
potential fields of application are robot navigation, system identification, and time-series prediction. For
example, for economic time-series, the input sequences could be different economic time-series, the output
sequence could be a prediction for the future values of some of these variables, and the hidden states could
represent different regimes of the economy (e.g., business cycles). For applications such as handwriting or

speech recognition, the output sequence (e.g., a sequence of characters or phonemes) does not have to be

synchronized with the input sequence (e.g., pen trajectory or acoustic sequence).

Like in HMMs, using Markov assumptions, the distribution of outputs given the inputs can be factored

into sums of products of two types of factors, output probabilities and transition probabilities:

1. P(y;| ¢, u¢) is the output distribution given the state #; and input u; at time ¢. This specifies the

output function of the dynamical system.

2. P(zy|@4—1,u) is the matrix of transition probabilities at time ¢, conditioned on current input w.

This specifies the state transition function of the dynamical system.

Therefore, a simple way to obtain an IOHMM from an HMM is to make the output and transition
probabilities function of an input u; at each time step t. The output distribution P(y, | u;) is obtained as
a mixture of probabilities [26], in which each component is conditional on a particular discrete state, and
the mixing proportions are the current state probabilities, conditional on the input. Hence, the model
has also interesting connections to the mixture of experts (ME) architecture by Jacobs, Jordan, Nowlan

& Hinton [27]. Like in the mixture of experts, sequence regression is carried out by associating different



modules to different states and letting each module fit the data (e.g., compute the expected value of the
output given the state and input, E[y, |2 u.]) during the interval of time when it receives credit. As
in the mixture of experts, the task decomposition is smooth. Unlike the related approach of [28], the
gating (or switching) between experts is provided by expert modules (one per state 7) computing the state

transition distribution P(x; | z;—1=1,u,) (conditioned on the current input).

Another connectionist model extending hidden Markov models to process discrete input and output
streams was proposed in [23], for modeling the distribution of an output sequence y given an input

sequence u.

Other interesting related models are the various hybrids of neural networks and HMMs that have been
proposed in the literature (such as [29, 30, 31, 32]). As in IOHMMs with neural networks for modeling
the transition and output distributions, for all of these models, the strictly neural part of the model is
feedforward (or has a short horizon), whereas the HMM is used to represent the longer-term temporal

structure (and in the case of speech, the prior knowledge about this structure).

Experiments on artificial tasks [18] have shown that a simplified version of the approach presented here can
deal with long-term dependencies more effectively than recurrent networks trained with back-propagation
through time or other alternative algorithms. The model used in [18] has very limited representational
capabilities and can only map an input sequence to a final discrete state. In the present paper we describe
an extended architecture that allows one to fully specify both the input and output portions of data,
as required by the supervised learning paradigm. In this way, general sequence processing tasks can be

addressed, such as production, classification, or prediction.

The paper is organized as follows. Section 2 is devoted to a circuit description of the architecture and its
statistical interpretation. In section 3 we derive the equations for training IOHMMs. In particular, we
present an EM version of the learning algorithm that can be used for discrete inputs and linear subnetworks,
and a GEM version for general multilayered subnetworks. In section 4 we compare IOHMMSs to other
related models for sequence processing, such as standard HMMs and other recurrent Mixture of Experts
architectures. In section 5 we analyze from a theoretical point of view the learning capabilities of the

model in the presence of long-term dependencies, arguing that improvements can be achieved by adding



an extra term to the likelihood function and/or by constraining the state transitions of the model. Finally,
in section 6 we report experimental results for a classical benchmark study in grammatical inference
(Tomita’s grammars). The results demonstrate that the model can achieve very good generalization using

few training examples.

2 Input/Output Hidden Markov Models

2.1 The Proposed Architecture

Whereas recurrent networks usually have a continuous state space, in [OHMMs we will consider a proba-

bility distribution over a discrete state dynamical system, based on the following state space description:

v = floer, w) (1)
Yy = gz, wy)
where uw; € R™ is the input vector at time ¢, y, € R is the output vector, and
xy €V ={1,2,...,n} is a discrete state. These equations define a generalized Mealy finite state machine,
in which inputs and outputs may take on continuous values. f(-) is referred to as the state transition func-
tion and g(-) is the output function. In this paper, we consider a probabilistic version of these dynamics,

where the current inputs and the current state distribution are used to estimate the output distribution

and the state distribution for the next time step.

Admissible state transitions will be specified by a transition graph G = {V, g}, whose vertices correspond
to the model’s states. G describes the topology of the underlying Markov model. A transition from state
J to state ¢ is admissible if and only if there exists an edge e;; € £. We define the set of successors for
each state j as: S; ef {ieV:3e; e}

The proposed system is illustrated in Figure 1. The architecture is composed by a set of state networks
N;,j=1...n and a set of output networks O;,j = 1...n. Each one of the state and output networks is
uniquely associated to one of the statesin V, and all networks share the same input w;. Each state network
N; has the task of predicting the next state distribution P(a | #;_1=7,u;), based on the current input and

given that the previous state z;_; = j. Similarly, each output network O; computes some parameters of
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Figure 1: The proposed architecture: IOHMM and recurrent mixture of experts.

the distribution for the current output of the system, P(y, | ;=t, u;), given the current state and input.

Typically, the output networks compute the expected output value, n, , = Ely, | #; = i, uy].

All the subnetworks are assumed to be static, i.e., they are defined by means of algebraic mappings
N;(us; 6;) and O (ue; 9;), where 8; and 9 are vectors of adjustable parameters (e.g., connection weights).
We assume that these functions are differentiable with respect to their parameters. The ranges of the
functions N;() may be constrained in order to account for the underlying transition graph G. Each output
@i+ of the state subnetwork A is associated to one of the successors ¢ of state j. Thus the last layer
of A has as many units as the cardinality of S;. For convenience of notation, we suppose that ;;, are
defined for each 7,57 = 1,...,n and we impose the condition ¢;; = 0 for each 7 not belonging to §;. To
guarantee that the variables ¢;;+ are positive and summing to 1, the softmax function [33] is used in the
last layer:
et

=1,...,n, iES]‘ (2)

992],7,‘ — Z eazj,t7 J

=

where a;;; are intermediate variables that can be thought of as the activations (e.g, weighted sums) of the



output units of subnetwork A;. In this way,

Z pijr=1 Vi, t. (3)

=1
and ¢ can be given a probabilistic interpretation. As shown in Figure 1, the outputs ¢ of the state
networks are used to recursively compute at each time step the vector ¢, € R"™, which represents the
current “memory” of the system, and can be interpreted as the current state distribution, given the past
input sequence. This “memory” variable is computed as a linear combination of the outputs of the state

networks, gated by its value at the previous time step:

¢ = Z Cit—1 Pt (4)
7=1

R— . : /
where Pt = [991],7,‘7 sy 9971]775] .

Output networks compete to predict the global output of the system n, € R":

n
U ZCJ,m]yt (5)
i=1
where n7; , € R" is the output of subnetwork O;.

At this level of description, we do not need to further specify the internal architecture of the state and

output subnetworks, as long as they compute a differentiable function of their parameters.

2.2 A Probabilistic Model

As hinted above, this connectionist architecture can be also interpreted as a probability model. To simplify,
we assume here a multinomial distribution for the state variable x;, i.e., a probability is computed for each
possible value of the state variable z,. Let us consider ¢,, the main variable of the temporal recurrence
Ce =271 Cj—1;,- If we initialize the vector {, to positive numbers summing to 1, it can be interpreted
as a vector of initial state probabilities. Because (4) is a convex sum, ¢, is a vector of positive numbers

summing to 1 for each ¢, and it will be given the following interpretation:
G =Pl =iluy) (6)

having denoted by u! the subsequence of inputs from time 1 to ¢, inclusively. When making certain

conditional independence assumptions described in the next section, equation (4) then has the following



probabilistic interpretation:
e
P(zy = i|u}) :ZP (x¢ =i | wi_1=f, ws) Pxs_1=j | ui™) (7)
Jj=1
i.e., the subnetworks A; compute transition probabilities conditioned on the input w,:
i =Play=1| 21 = J,ug) (8)

As in neural networks trained to minimize the output mean squared error (MSE), the output 7, of this
architecture can be interpreted as an expected “position parameter” for the probability distribution of the
output y,. However, in addition to being conditional on an input w, this expectation is also conditional
on the state x;:

Mt = Ely, |2 = i, uq]. (9)
The total probability P(y, | u:;9) is obtained as a mixture of the probabilities P(y, | /=i, u;;9;), which
are conditional to the present state !. For example, with a Gaussian output model for each subnetwork
(corresponding to a mean squared error criterion), the output distribution is in fact a mixture of Gaussians.

In general, the state distribution predicted by the set of state subnetworks provides the mixing proportions:

P(y; | uy) ZP v =i |uy) Py, | we=i, ) (10)

where the actual form of the output densities P(y, | 2¢=7,u;) will be chosen according to the task. For
example a multinomial distribution is suitable for sequence classification, or for symbolic mutually exclu-
sive outputs. Instead, a Gaussian distribution is adequate for producing continuous outputs. In the first
case we use a softmax function at the output of subnetworks O;; in the second case we use linear output

units for the subnetworks O;.

2.3 Conditional Dependencies

The random variables (for input, state, and output) involved in the probabilistic interpretation of the

proposed architecture have a joint probability P(ulT,ale,le). Without conditional independency as-

'To simplify the notation, we write the probability P(X = x) that the discrete random variable X takes on the value
as P(z), unless this introduces some ambiguity. Similarly, if X is a continuous variable we use P(z) to denote its probability

density.
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Figure 2: (a): Bayesian network expressing conditional dependencies among the random variables in the

probabilistic interpretation of the recurrent architecture. (b): Bayesian network for a standard HMM.

sumptions, the amount of computation necessary to estimate the probabilistic relationships among these
variables can quickly get intractable. Thus we introduce an independency model over this set of random
variables. For any three random variables 4, B and C', we say that A is conditionally independent on B
given C', written [(A,C,B),if P(A=a|B =b,C=¢) =P(A =a|C = ¢) for each pair (a, ¢) such that
P(A=a,C =c) > 0. A dependency model M is a mapping that assigns truth values to “independence”
predicates of the form [(A,C, B). Rather than listing a set of conditional independency assumptions, we
prefer to express dependencies using a graphical representation. A dependency model M can be repre-
sented by means of a directed acyclic graph (DAG), called Bayesian network of M. A formal definition of
Bayesian networks can be found in [34]. In practice a Bayesian network is constructed by allocating one
node for each variable in & and by creating one edge A — B for each variable A that is believed to have

a direct causal impact on B.

Assumption 1 We suppose that the DAG G depicted in Figure 2a is a Bayesian network for the depen-

dency model M associated to the variables ul, 2T yT.

One of the most evident consequences of this independency model is that only the previous state and the
current input are relevant to determine the next state. This one-step memory property is analogue to the
Markov assumption in hidden Markov models. In fact, the Bayesian network for HMMs can be obtained

by simply removing the u; nodes and arcs from them (see Figure 2b). However, there are other basic

11



differences between this architecture and standard HMMs, both in terms of computing style and learning.

These differences will be further discussed in 4.1.

3 A Supervised Learning Algorithm

The learning algorithm for the proposed architecture is derived from the maximum likelihood principle.
An extension that takes into account priors on the parameters is straightforward and will not be discussed
here. We will discuss here the case where the training data are a set of P pairs of input/output sequences,

independently sampled from the same distribution:
ef def T,
= U, E A (w " (p),yy " (p)ip=1... P},

Let @ denote the vector of parameters obtained by collecting all the parameters 8; and 4; of the archi-

tecture. The likelihood function is then given by?:
L(©@:;D) ¥ Py |U;0) HP () @). (11)

The output values (used here as targets) may also be specified intermittently. For example, in sequence
classification tasks, one is only interested in the output yr at the end of each sequence. The modification of
the likelihood to account for intermittent targets is straightforward. According to the maximum likelihood
principle, the optimal parameters are obtained by maximizing (11). The optimization problem arising from
this formulation of learning can be addressed in the framework of parameter estimation with missing data,
where the missing variables are the state paths X' = {xlTp (p);p=1...P} (describing a path in state space,

for each sequence). Let us first briefly describe the EM algorithm.

3.1 The EM Algorithm

EM (estimation-mazimization) is an iterative approach to maximum likelihood estimation (MLE), origi-

nally proposed in [19]. Each iteration is composed of two steps: an estimation (E) step and a maximization

2In the following, in order to simplify the notation, the sequence index p may be omitted.

12



(M) step. The aim is to maximize the log-likelihood function {(@;D) = log L(®; D) where @ are the pa-
rameters of the model and D are the data. Suppose that this optimization problem would be simplified
by the knowledge of additional variables X', known as missing or hidden data. The set D. = DU X is
referred to as the complete data set (in the same context D is referred to as the incomplete data set).
Correspondingly, the log-likelihood function {.(@;D.) is referred to as the complete data likelihood. X is
chosen such that the function [.(@;D.) would be easily maximized if X" were known. However, since X’ is
not observable, /. is a random variable and cannot be maximized directly. Thus, the EM algorithm relies

on integrating over the distribution of X', with the auxiliary function
Q(©;0) = Ex |I.(©;D.) | D, 6] (12)

which is the expected value of the complete data log-likelihood, given the observed data D and the
parameters e computed at the end of the previous iteration. Intuitively, computing ) corresponds to
filling in the missing data using the knowledge of observed data and previous parameters. The auxiliary
function is deterministic and can be maximized. An EM algorithm thus iterates the following two steps,

for k=1,2,..., until a local maximum of the likelihood is found:

Estimation: Compute Q(O; @(k)) = Ey[l.(©;D.)| D, @(k)] "
13

Maximization: Update the parameters as e+ = argmaxg Q(O; @(k))
In some cases, it is difficult to analytically maximize Q(©; @(k)), as required by the M step of the above

k+1)

algorithm, and we are only able to compute a new value o that produces an increase of (). In this

case we have a so called generalized EM (GEM) algorithm:

Update the parameters as @*+1) = M(©@")) where M(-) is such that (14)
14

Q(M(@(k));@(k)) > Q(@(k);@(k));

The following theorem guarantees the convergence of EM and GEM algorithms to a (possibly local)

maximum of the (incomplete data) likelihood:

Theorem 1 (Dempster et al. [19]) For each GEM algorithm
L(M(®);D) > L(©;D) (15)

13



where the equality holds if and only if

QM(0);0)=Q(0;0). (16)

3.2 EM for Training IOHMMs

In order to apply EM to IOHMMs we begin by noting that the variable X', representing the paths in state
space, is not observed. Knowledge of this variable would allow one to decompose the temporal learning
problem into 2n static® learning subproblems. Indeed, if #; was known the state probabilities (;; would
reduce to either 0 or 1 and it would be possible to independently train each instance of the subnetworks at
different time steps*, without taking into account any temporal dependency (taking into account only the
sharing of parameters across different times). This observation allows us to link EM learning to the target
propagation approach discussed in the introduction. Note that if we used a Viterbi-like approximation
(i.e., considering only the most likely path), we would indeed have 2n static learning problems at each
epoch. Actually, we can think of the E step of EM as an approximation of the oracle that provides target
states for each time ¢, based on averaging over all values of X', where the distribution of A" is conditioned
on the values of the parameters at the previous epoch. The M step then fits the parameters, for the next

epoch, to the estimated trajectories.

In the sequel of this section we derive the learning equations for our architecture. Let us define the

complete data as
U 0) E {0y (0, ()i =1 P

The corresponding complete data likelihood is

P
T,
L(©;D.) = PV, X [U) = T] P( 217 (p) |y (p); ©) (17)
p=1
that can be decomposed as follows®:
P(yf,2f |uf;0) = Plyper|y] o " ul;0)Py] el ' uf;0)

static, as in feedforward networks, by opposition to dynamic, e.g., involving back-propagation through time.
*credit would be assigned to only one transition network and one output network.

5 . .
agaln we omit p.
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= P(yT7 T | TT—1,UT; @)P(y?_17 x?_l | u?_l; @) (18)

The last equality follows from the conditional independency model that we have assumed. Iterating the

decomposition we obtain the following factorization of the complete likelihood:

P Tp
Le(©;D.) = PO, X [U) = T[] [Py ae | 21o1, w4 0).

p=1t=1

Let us define the vector of indicator variables z; as follows: z;; = 1 if ; = 4, and 2;; = 0 otherwise. Since
the state distribution is multinomial, E[z;¢|w!] = P(zi:|ul) = P(z; = i|u}) = ¢;+. Using indicator

variables, we rewrite the complete data likelihood as follows:

L.(®;D.) = Py, [ ¢, s ©)P (2 | 24-1u4; O)

1.(©;D.) = loglL.(©;D.)

= Z Z z; 1 log Py, | 2¢=1, us; ©@) + Z zi1zj -1 log Pzy=i | 2y Fqj,u;©). (19)

p=1t=1:=1 j=1

Since [,(@;D.) depends on the unknown state variable A we cannot maximize directly (19). If X was
given, the temporal credit assignment problem would be solved. To complete the training there would
only remain to learn from data the static mappings that produce the output and the state transitions. In

this situation EM helps to decouple static and temporal learning.

3.2.1 The Estimation Step

We can compute the expected value of [.(@;D.) with respect to the distribution of the paths X', given
the data D and the “old” parameters e:
Q;0) = Ex[l(©;D.)|U,),6)]

EX[Zi,t | U1T7y1T7 @] log P(y; | #: = 1, us; O)

[l
M~
]~
hE

14

3
Il
—
o
Il
Il
—

Ey Zi 251 | U1T7 le7 @] IOgP(ﬂﬁt =1 | Tio| = Jy Uy @)

[~ =]
Mz

>

Gitlog Py, | 2¢ =1, u; @) + Z/Azij’t logP(a;=1|2—1 = j,ui; @)  (20)
=1 =1
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where g¢; 4 def Pz, =i|ul, yT; @), and the h;;, def P(x; =i,2¢_1 = j | ul,y]; @) are the elements of the

autocorrelation matrix for consecutive state pairs. The hat in g; ; and lAzZ'N means that these variables are

computed using the old parameters e.

In order to compute h;;; and g; ¢ we introduce the following probabilities, borrowing the notation from
the HMM literature:
def .
air = Pyl = 1| uy); (21)

def .
ﬁi,t = P(ytT+1 | Ty = ZvutT)- (22)

a;; can be rewritten as follows:

aiy = Pyl,ze=i]ul)

= ZP(yivxt =t,xp1 =1 | ui)
£

= ZP(yt | yi_lwt =i, a1 = 4, ui)P(xt =1 | yi_lv ri-1 =4, ui)P(yi_l, T =1 | ui) (23)
4

and thus, using the conditional independence assumptions graphically depicted in Figure 2 and previously

discussed, we obtain

iy = Py, | 2i=i, w) Z%é(ut)az,t—y (24)
¢

where P(y, | =0, u;) specifies the output distribution in state ¢ and ¢;(u;) specifies the next state
distribution in state 7, both conditioned on the current input. This recursion is initialized with the initial
state probabilities a; ¢ e P(z¢ = 1) (which can fixed a priori or learned as extra parameters, as in HMMs).
In general, we will constrain the model to end up in one of several final states from the set F, so the
likelihood L(@;D,) for a sequence p can be written in terms of the a’s:
L=Py{ |ul) =) Py, er=ilu])=> air. (25)
1€F 7

Similarly, a backward recursion can be established for j3; ;:
Bie = Plyflee=iuf)

= ZP(%THv Tip1 =1 | $t:i7UtT)
¢

= > Pl vl v =La=1,u] )Pyl |z =0 ae=i,u] )P(ega =0 2=1,u] ) (26)
7
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and thus using the conditional independence assumptions:

Bi = Py | wrgr=l, w)ori(wig1) Beig- (27)
/

where the backward recursion is initialized with ;7 =1 if + € F and 0 otherwise. It is maybe useful to
remark how these distributions are computed. P(y, | x=t,u;) is obtained by running subnetwork O; on
the input vector u;, and plugging the target vector y, and O;’s output 5, , into the algebraic expression
of the output distribution. ;s (u;) is simply the (-th output of subnetwork A;, fed with the input vector
Uy

The transition posterior probabilities ;¢ can be expressed in terms of o and 3:

hije = P(ai=i, 217 | leU1T)
= P($t=i7 Ti_1=], le | ulT)/P(le | ulT)
= P(yzll | xt:iv xt—1=j7 yiv u?)P(yt | xt:iv xt—1=j7 yi_lv u?)P(yilv $t_1=j | u?)P(xltl | xt—1=j7 y§_17 u?)/L

= Plyoi=t, ui)eji18i 00 (we) /L (28)

where the last equation is obtained using the conditional independency assumptions and L is the con-
ditional likelihood (equation 25). The state posterior probabilities g¢;+ can be obtained by summing h'’s,

with >, hgj ., or directly:

git = P($t=i|y1Tu1T)

= Plew=i,yf [uf)/L
= P(yi 2o =iyt u] )Py, 2=i [ ui)/L

= @i,tﬁi,t/L (29)

To summarize, we obtain equations similar to those used to train HMMs with the Baum-Welch algorithm.
A forward linear recursion (equation 24) can be used to compute the likelihood (equation 25). During
training, a backward linear recursion (equation 27) is performed, that is equivalent to back-propagating
through time gradients of the likelihood with respect to the a’s (8;; = %, see also [35]). Notice that the

sums in equations (24), (27) and (25) can be constrained by the transition graph underlying the model.
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3.2.2 The Maximization Step

Each iteration of the EM algorithm requires to maximize Q(@; @(k)). As explained below, if the subnet-
works are linear this can be done analytically (for example with symbolic inputs). In general, however, if
the subnetworks have hidden sigmoidal units, or use a softmax function to constrain their outputs to sum
to one, the maximum of ) cannot be found analytically. In these cases we can resort to a GEM algorithm,
that simply produces an increase in @), for example by gradient ascent. Although Theorem 1 guarantees
the convergence of GEM algorithms to a local maximum of the likelihood, their convergence may be
significantly slower compared to EM. However, the parameterization of transition probabilities through
layers of neural units makes the learning algorithm smooth and suitable for use in on-line mode (i.e.,
updating the parameters after each sequence presentation, rather than accumulating parameter change
information over the whole training set). This is a desirable property [36] and may often help to speed up
learning. Indeed, in several experiments we noticed that convergence can be accelerated using stochastic

(i.e., on-line) gradient ascent on the auxiliary function.

3.2.3 General form of the IOHMM training algorithm

In the most general form, [OHMM training can be summarized by the following algorithm.

Algorithm 1
1 foreach training sequence (uf,y?) do > Estimation step
1.1 foreach state j«1...n do
compute ¢;; ¢, ¢ € S; and 7, ,, by running forward the state and the output subnetworks Nj and Oj;
1.2 foreach i«~1...n do
compute «; ¢ and §;; (forward backward recurrences (24) and (27)) using the current value ® of the
parameters;
compute the posterior probabilities ]Alijyt (for each j such that ¢ € S;) and §; ; (eqgs. (28) and—(29));
2 foreach state j«1...n do > Magimization step
2.1 adjust the parameters @; of state subnetwork A; to maximize (or increase, for a GEM algorithm) the

function
n

P
ZZZﬁmtlog Pl =i | 2124, u;05);

p=1t=1 =1

18



2.2 adjust the parameters ¥; to of output subnetwork O; to maximize (or increase, for a GEM algorithm)

the function
P T

SN giilog Py, a0 = j,we; 95);

p=1t=1

3 let @«O and iterate using the updated parameters.

In general there are m < n? allowed transitions in the graph (for n states). Let p be the number of weights
(or parameters) in the transition and output models. Therefore the time complexity for each time step is
O(m + p), as in ordinary HMMs (for which p is simply equal to the number of parameters in the output
models). Therefore the total computation for a training epoch is O((m+ p)T"), where T is the sum of the
lengths of all the sequences in the training set. This is similar to the case of recurrent networks trained

with backpropagation through time, O(n, 1), where n,, is the number of weights.

3.3 Specializations of the training algorithm

Steps 2 and 3 of Algorithm 1 (corresponding to the Maximization step of EM) can be implemented in

different forms, depending on the nature of the data and of the subnetworks that compose the architecture.

3.3.1 Lookup-table networks for symbolic data processing

We describe now a procedure that applies a true EM algorithm when the inputs are discrete and the
subnetworks behave like lookup tables addressed by the input symbols. For simplicity, we restrict the
following analysis to sequence classification tasks. Since we assume that the model will be able to discrim-
inate the different classes of sequences, we will simplify the system by associating one final state to each of
the classes, and by assuming that the last input is not necessary to perform the classification. Therefore,
there will be no output except at the last time step, and at the last time step the probability distribution
over final states P(z7 |u]) will directly give the probability distribution over output classes P(y | ul).
Therefore, no output subnetworks need to be used in this particular application of the algorithm, since

the output is directly read from the final state. During learning, the target class gives us a final target
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state 2*(p) (for the p-th sequence). The likelihood function can then be simplified as follows:

P
def T,
L(®;D) = H P(zr = 2™ (p) | u,"(p); ©). (30)
p=1
Symbolic inputs can be encoded using index vectors. In particular, if A = {1,...,m} is the input alphabet,

the symbol k is encoded by the vector w having a 1 in the k-th position and 0 elsewhere. Let us suppose
that each state network has a single linear layer. Then, the weights of subnetwork N take the meaning

of probabilities of transition from state j, conditional on the input symbol, i.e.
wiig =Pl =121 = Joups = 1) (31)

In order to preserve consistency with the probabilistic interpretation of the model, such weights must be
nonnegative and

1E€S;

This constraint can be easily incorporated in the maximization of the likelihood by introducing the new

function

J(@,@) d:efQ((-l@) + f: f: (1 — Z wijk) /\jk (33)

find

3 & .

=D hija o = Ak (34)
where the second sum is extended to all the time steps for which the input symbol o; takes on the value
k. The above expression is zero if

P
>
p=1t:0¢

s
o=k

wijk =
and then, imposing the constraint ) ;cs wijr = 1 we obtain Ajp =) ;s 25:1 Yotioi=k IA%]‘J.
3.3.2 Nonlinear Subnetworks

We consider here the general case of nonlinear (for example, multilayered) subnetworks. Since direct

analytic maximization of ¢ is not possible, a GEM algorithm must be used. A very simple way of
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producing an increase in () is to use gradient ascent. The derivatives of () with respect to the parameters
can be easily computed as follows. Let 8,5, be a generic weight in the state subnetwork A/;. From equation
(20) we have
P Tp
S R T e @

. . . 2]
where the partial derivatives awew L
Ik

can be computed using back-propagation.

Similarly, denoting with 9;; a generic weight of the output subnetwork O;, we have:

0Q(0;0) L
— a0 ZZ;QH‘

p=1t=1

877%,7:
0V,

log Py, | =1, uy) (37)

where %an; are also computed using back-propagation. Intuitively, the parameters are updated as if the

estimation step of EM had provided soft targets for the outputs of the 2n subnetworks, for each time t.

4 Comparisons

4.1 Standard Hidden Markov Models

The model proposed here is a natural extension of HMMs [20, 21, 22]: the distribution of the output
sequence is conditioned on an input sequence. Furthermore, we propose to parameterize the next-state

and output distributions with complex modules such as artificial neural networks.

The most typical applications of standard HMMs are in automatic speech recognition [21, 37]. In these
cases each lexical unit is associated to one model M;. During recognition one computes for each model
the probability P(le | M;) of having generated the observed acoustic sequence yT. During training the
parameters are adjusted to maximize the probability that the correct model M; generates the acoustic
observations associated to instances of the ¢-th lexical unit. Training is therefore not discriminant: it does
not try to learn how to decide which phoneme sequence is most likely, instead it learns (in an essentially
unsupervised way) what is the distribution of observations associated to each class (e.g., phoneme). The
likelihood of observations is maximized using the Baum-Welsh algorithm, which is an EM algorithm.
Dynamic programming techniques may be used to decode the most likely sequence of states. This most

likely state sequence can be also used during training (Viterbi algorithm) to approximate the estimation
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step of EM.

The architecture proposed in this paper differs from standard HMMs in two respects: computing style
and learning. With IOHMMs, sequences are processed similarly to recurrent networks, e.g., an input
sequence can be synchronously transformed into an output sequence. This computing style is real-time
and predictions of the outputs are available as the input sequence is being processed. This architecture
thus allows us to model a transformation from an input sequence space to an output sequence space: in
this way, all the fundamental sequence processing tasks such as production, prediction, and classification
can be dealt with. Finally, standard HMMs are based on a homogeneous Markov chain, whereas in
IOHMMs, transition probabilities are conditional on the input and thus depend on time, resulting in
an inhomogeneous Markov chain. Consequently, the dynamics of the system (specified by the transition

probabilities) are not fixed but are adapted in time depending on the input sequence.

The other fundamental difference is in the learning procedure. While interesting for their capabilities
of modeling sequential phenomena, a weakness of standard HMMs is their poor discrimination power
when trained by maximum likelihood estimation (MLE) [30]. Consider, for example, the application of
HMMs to speech recognition. In the MLE framework, each lexical unit model (corresponding to a word
or a phoneme) is trained to fit the distribution of that particular unit. Each model learns from positive
examples only, without being informed by the teacher of what classes it will have to compete with. An
approach that has been found useful to improve discrimination in HMMs is based on maximum mutual
information (MMI) training [38]. When using MMI, the parameters for a given model are adjusted taking
into account the likelihoods of all the models and not only the likelihood of the model for the correct class
(as with the MLE criterion). It has been pointed out that supervised learning in neural networks and
discriminant learning criteria like MMI are actually strictly related [35]. Unfortunately, MMI training of
standard HMMs can only be done with gradient ascent. On the other hand, for IOHMMSs, the parameter
adjusting procedure is based on MLE and EM can be used. The variable y7 is used as a desired output

in response to the input w!, resulting in more discriminant training.

Furthermore, as discussed in section 5, IOHMMs are better suited for learning to represent long-term

context than HMMs (the argument hinges on the fact that IOHMMSs are non-homogeneous).
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Finally, it is worth mentioning that a number of hybrid approaches have been proposed to integrate
connectionist approaches into the HMM framework. For example in [31] the observations used by the
HMM are generated by a recurrent neural network. Bourlard et al. [29, 30] use a feedforward network
to estimate state probabilities, conditioned on the acoustic sequence. Instead of deriving an exact EM
or GEM algorithm, they apply Viterbi decoding in order to estimate the most likely state trajectory,
thereafter used as a target sequence for the feedforward network. A common feature of these algorithms
and the one proposed in this paper is that neural networks are used to extract temporally local information
whereas a Markovian system integrates long-term constraints. Unlike most of these systems, IOHMMs
represent a conditional distribution of a (desired) output sequence when an (observed) input sequence
is given, rather than being a model of some observation sequence. Furthermore (for some classes of
output and transition models), the EM algorithm can still be applied, even though IOHMMs represent a
discriminant model (whereas other hybrids of neural networks with HMMs which are discriminant can’t

be trained with the EM algorithm).

4.2 First and Second Order Recurrent Networks

A first order fully recurrent network with sigmoidal nonlinearities evolves according to the nonlinear
iterated map x; = f(Wa,_1 + Vu,), where @, is a continuous state vector and W and V are weight
matrices. The dynamics of an IOHMM, instead, are controlled by the recurrence ¢, = > 74 (ji—1 ¥; (wy),
that updates the state distribution ¢, given the input sequence uf. In the IOHMM case, the dynamics are
linear in the state variable (but nonlinear in the inputs), which may result in less general computational
capabilities, compared to recurrent networks. In order to gain some intuition about the computational
power of IOHMMs, it is useful to consider the limit case of transition probabilities that tend to 0 or
1. Such deterministic behavior (corresponding to equation 1) is obtained when the output units of the
state networks are saturated ©. In this case, each state network j partitions the input space into n
regions €2;; such that a transition from state j at time ¢ — 1 to state ¢ at time ¢ occurs if and only

if uy € ;. If multilayered state networks with enough hidden units are used, then, because of the

In fact, the softmax function is used (eq. 2) and lim~ 00 f:;al equals to 1 if ¢ = argmax, a; and 0 otherwise.
£
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universality results [39], the regions €;; can be arbitrarily shaped. When the output units of the state
networks are not saturated (i.e. transition probabilities are not exactly 0 or 1), we can obtain a similar

interpretation, except that the regions €2;; have soft boundaries.

Because of the multiplicative links, there are some analogies between our architecture and second order
recurrent networks that encode discrete states [40]. A second order network with n state units and m
inputs evolves according to the equation
n
z, = f ij7t_1W]‘ut (38)
j=1
where W;, j = 1,...n are n by m matrices of weights. An IOHMM that uses one-layered state subnetworks
would evolve, instead, with the linear recurrence
n
¢ = ZCj,t—lf (Wjut) . (39)
=1
Following [40], a second order network can represent discrete states by “one-hot” encoding: z;+ = 1 if the
state at time ¢ is ¢, and z;; = 0 otherwise. If these encoding assumption are satisfied (again, this will
happen if the state units are saturated), equations 39 and 38 are equivalent. In second order networks
encoding discrete states, the previous state selects the weight matrix W; to be used to predict the next
state, given the input. Thus the saturated second order network behaves like a modular architecture,
similar to the one we have described, in which distinct subnetworks are activated at time ¢ depending on
the discrete state at time ¢t — 1. A similar interpretation of second order networks, although limited to

symbolic inputs, was proposed in [41].

4.3 Adaptive Mixtures of Experts

Adaptive mixtures of experts (ME) [27] and hierarchical mixtures of experts (HME) [42] have been intro-
duced as a divide and conquer approach to supervised learning in static connectionist models. A mixture
of experts is composed by a modular set of subnetworks (experts) that compete to gain responsibility in
modeling outputs in a given region of input space. The system output y is obtained as a convex combina-

tion of the experts’ outputs y;: y = ), g;y; where the weights g; are computed as a parametric function
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of the inputs by a separate subnetwork (gating network) that assigns responsibility to different experts for

different regions of the input space.

A

L Gating |

Network

Oy O,

w 1 !

Figure 3: The mixture of controllers (MC) architecture (Cacciatore & Nowlan, 1994).

Recently, Cacciatore & Nowlan [28] have proposed a recurrent extension to the ME architecture, called
mizture of controllers (MC), in which the gating network has feedback connections, thus taking temporal
context into account. The MC architecture is shown in Figure 3. The IOHMM architecture (i.e., Figure 1)
can clearly be interpreted as a special case of the MC architecture, in which the gating network has a
modular structure and second order connections. In practice, Cacciatore & Nowlan used a one layer first-
order gating net, resulting in a model with weaker capacity. However, the more significant difference lies
in the organization of processing. In the MC architecture modularity is exploited at the output prediction
level, whereas in IOHMMs modularity is exploited at the state prediction level as well. Another potentially
important difference lies in the presence of a saturating non-linearity in the recurrence loop of the MC
architecture, as in most recurrent networks. Instead, the recurrence loop of IOHMMs is purely linear.
It has been shown that such a non-linearity in the loop makes very difficult the learning of long-term
context [13] (see next section for a discussion of learning long-term dependencies).

Learning in the MC architecture uses approximated gradient ascent to optimize the likelihood, in contrast
to the EM supervised learning algorithm proposed by Jordan & Jacobs (1994) for the HME. The approx-
imation of gradient is based on one step truncated back-propagation through time (somehow similar to
Elman’s approach [43]) and allows online updating for continually running sequences, which is useful for

control tasks. As shown earlier in this paper, the interpretation of the state sequences of IOHMMs as
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missing data yields to maximization of the likelihood with an EM or a GEM algorithm.

5 Learning Temporal Dependencies with IOHMMs

Generally speaking, sequential data presents long-term dependencies if the data at a given time ¢ is
significantly affected by the past data at times 7 < t. Accurate modeling of such sequences is typically
difficult. In the case of recurrent networks trained by gradient descent, credit assignment through time
is represented by a sequence of gradients of the error function with respect to the state of the sigmoidal
units. However, many researchers have found this procedure ineffective for assigning credit over long
temporal spawns [13, 14, 15]. In the case of IOHMMs trained by the EM algorithm, credit assignment
through time is represented by the sequences of posterior (i.e., after having observed the data) probabilities
P(z;=1 | u!,y!). In the following we summarize the main results on the problem of learning long-term
dependencies with Markovian models, which include IOHMMs and HMMs. A formal analysis of this

problem can be found in [44].

5.1 Temporal Credit Assignment

In previous work [13] we found theoretical reasons for the difficulty in training parametric non-linear
dynamical systems to capture long-term dependencies. For such systems, the dynamical evolution is
controlled by a non-linear iterated map a; = M (a;_1,u;), with a; a continuous state vector. Systems
described by such an equation include most recurrent neural network architectures. The main result states
that either long-term storing or gradient propagation is harmed, depending on whether [|M’||, the norm
of the Jacobian of the state transition function, is less or greater than one. If |M’|| < 1 then the system
is endowed with robust dynamical attractors that can be used to reliably store pieces of information for
an arbitrary duration. However, gradients will vanish exponentially as they are propagated backward in
time. If ||M’|| > 1 then gradients do not vanish, but information about past inputs is gradually lost and
can be easily deleted by noisy events. For example, if element A of the system can be used to detect
particular conjunctions of inputs and state, and element B can latch that information, the problem is that

in order to train A one has to back-propagate through B, but gradients through B vanish over long time
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periods.

In the present paper we have introduced a connectionist model whose dynamical behavior is controlled
by the constrained linear recurrence equation ¢, = ®(u;)(;_;, where (; is interpreted as a probability
distribution defined over a set of discrete states, and @(u;) corresponds to a matrix of transition proba-
bilities. In this case, the norm of the Jacobian of the state transition function is constrained to be exactly
one. Like in recurrent networks, learning in non-deterministic Markovian models generally becomes in-
creasingly difficult as the span of the temporal dependencies increases [44]. However, a very important
qualitative difference is that in Markovian models long-term storing and temporal credit assignment are
not necessarily incompatible: they either both occur or are both impractical. They both occur in the very
special case of an essentially deterministic model. The difficulty increases as the model becomes more
non-deterministic and is worst when it is completely ergodic. Eigenvalues of @(u;) which are less than
1 correspond to a loss of information about initial conditions, a diffusion of information through time.
Conversely, credit assignment backwards through time is harmed by this phenomenon of diffusion during
the backward phase (which is just the transpose of the forward phase). On the contrary, if most of the
eigenvalues of @(u;) are close to one (i.e., the models tend towards a deterministic behavior), then both

storing and credit assignment are more effective.

In order to provide some intuitions about the practical difficulty in learning long-term dependencies with
Markovian models, let us consider a sequence classification problem with a discrete target variable y
for the last step of each training sequence. If the sequences are long and contain relevant classification
information at their beginning, then clearly the task exhibits long-term dependencies. Key variables in the
temporal credit assignment problem are the probabilities 3; of state j at time ¢, given the observed target
y. As shown in section 3, these variables are computed during the estimation step of EM. They actually
correspond to the gradient of the likelihood with respect to the state probabilities «;,, i.e., they indicate
how the probabilities associated to each state at each time step should increase in order to increase the total
likelihood. We have found that in most cases the 3;; tend to become independent of j for ¢ very far away
from the final supervision. Clearly, this reflects a situation of maximum uncertainty about the changes

required to increase the likelihood. If all 3;; are the same for a given ¢, then all the states at this time
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step are equally responsible for the final likelihood: no (small) change of parameters would increase the
likelihood. This represents a serious difficulty for propagating backwards in time effective temporal credit
information, and makes very difficult learning in the presence of long-term dependencies. However, when
the transition probabilities are close to 1 or 0, long-term context can be propagated and credit assignment
through time performed correctly. Such a situation can be found for example in problems of grammar
inference in which the input/output data is essentially deterministic (as with the task studied in section 6).
An analysis of this problem of credit assignment is presented in [44], in which we study the problem from a
theoretical point of view, applying established mathematical results on Markov chains [45] to the problem
of learning long term dependencies in homogeneous and non-homogeneous HMMs. Although the analysis
is the same for both ordinary HMMs and IOHMMs, there is a very important difference in the simplest
cure, which is to have transition probabilities near 0 or 1. An HMM with deterministic (or almost
deterministic) transition probabilities is not very useful because it can only model simple cycles. On the
other hand an IOHMM can perform a large class of interesting computations (such as grammar inference)
with this same constraint, because the transition probabilities can vary at each time step depending on
the input sequence. The analyses reported in [44] also suggest that fully connected transition graphs have
the worst behavior from the point of view of temporal credit propagation. The transition graph can be
constrained using some prior knowledge on the problem. There are two main benefits that can be gained
by introducing prior knowledge into an adaptive model: improving generalization to new instances and
simplifying learning [46, 47, 48]. Techniques for injecting prior knowledge into recurrent neural networks
have been proposed by many researchers [49, 50, 51]. In these cases the domain knowledge is supposed to
be available as a collection of transition rules for a finite automaton. A similar approach could be used
to choose good topologies of the transition graph in Markovian models (e.g., HMMs or IOHMMSs). For
example, structured left-to-right HMMs have been introduced in speech recognition with a topology that

is based on elementary considerations about speech production and the structure of language [52, 37].
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5.2 Reducing Credit Diffusion by Penalized Likelihood

As outlined in [44], the undesired diffusion of temporal credit depends on the fast convergence of the
rank of the product of n successive matrices of transition probabilities as n increases. The rate of rank
lossage can be reduced by controlling the norm of the eigenvalues of the transition matrices @;. The ideal
condition for credit assignment is a 0-1 transition matrix, whose eigenvalues are on the unitary complex
circle. Since the determinant of a matrix equals the product of its eigenvalues, a simple way to reduce the

diffusion effect is to add a penalty term to the log likelihood, as follows:

P Tp

1(®;D) +7ZZ|det¢t| (40)

p=1t=1

where the constant v weights the influence of the penalty term. In this case, the maximization step of
EM will require gradient ascent (i.e., we need to use a GEM algorithm). The contribution of the penalty
term to the gradient can be computed using the relationship

3|det€l5t| -1
AT = |dets,| (7). 41
oy e | (2; )] (41)

We have found this “trick” useful for some particularly nasty problems with very long sequences such as

the parity problem (see next section).

5.3 Experimental Comparisons with Recurrent Networks

We present here results on two problems for which one can control the span of input/output dependencies:
The 2-sequence problem and the Parity problem. These two simple benchmarks were used in [13] to
compare the long-term learning capabilities of recurrent networks trained by back-propagation and five

other alternative algorithms.

The 2-sequence problem is the following: classify a univariate input sequence, at the end of the sequence,
in one of two types, when only the first N elements (N = 3 in our experiments) of this sequence carry
information about the sequence class. The sequences are constructed artificially by choosing a different
random initial pattern for each class. Only the final time step in the output sequence is considered for
classifying the input sequence. Uniform noise is added to the input sequence. For the first 6 methods

(see Tables 1-4) we used a fully connected recurrent network with 5 units (with 25 free parameters).
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For the IOHMM, we used a 7-state system with a sparse connectivity matrix (an initial state, and two
separate left-to-right sub-models of three states each to model the two types of sequences, as shown in
Figure 4a). No output subnetworks are required in this case and supervision may be expressed in terms of
desired final state, as explained in section 3.3.1. The resulting architecture is shown in Figure 4b. Other
experiments with a full transition matrix yield much worse results, although improvements were obtained

by introducing the penalty term (40).

The parity problem consists in producing the parity of an input sequence of 1’s and -1’s (i.e., a 1 should be
produced at the final output if and only if the number of 1’s in the input is odd). The target is only given
at the end of the sequence. For the first 6 methods we used a minimal size network (1 input, 1 hidden, 1
output, 7 free parameters). For the IOHMM, we used a 2-state system with a full connectivity matrix. In
this task we found that performance could be drastically improved by using stochastic gradient ascent in
a way that helps the training algorithm get out of local optima. The learning rate is decreased when the
likelihood improves but it is increased when the likelihood remains flat (the system is stuck in a plateau

or local optimum).

For both tasks and each method, initial parameters were chosen randomly for each of 20 training trials.
Noise added to the input sequence was also uniformly distributed and chosen independently for each
training sequence. We considered two criteria: (1) the average classification error at the end of training,
i.e., after a stopping criterion has been met (when either some allowed number of sequence presentations
has been performed or the task has been learned), (2) the average number of function evaluations needed

to reach the stopping criterion.

In the tables, “p-n” stands for pseudo-Newton [53]. Time-weighted pseudo-newton is a variation in which
derivatives with respect to the instantiation of a parameter at a particular time step are weighted by
the inverse of the corresponding second derivatives [13]. Multigrid is similar to simulated annealing with
constant temperature 0. The discrete error propagation algorithm [13] attempts to propagate backwards
discrete error information in a recurrent network with discrete units. Each column of the tables corresponds
to a value of the maximum sequence length T for a given set of trials. The sequence length for a particular

training sequence was picked randomly within 7/2 and T'. Numbers reported are averages over 20 or more
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Table 1: 2-sequences problem: Final classification error with respect to the maximum sequence length.

5 (10|20 | 50 | 100

back-prop 58 | 56 | 43 | 53 50
3110125 29
0 9134 | 14
61 1] 3 6

16 129 | 23| 22
0| 7 4| 11
0 0] O 0

pseudo-newton (p-n)
time-weighted p-n
multigrid
discrete error prop.
simulated annealing

IOHMMs

O OO N O N

Table 2: 2-sequences problem: # sequence presentations with respect to the maximum sequence length.

5 10 20 50 100

back-prop 2.9e3 | 3.0e3 | 2.9¢3 | 3.0e3 | 2.8e3
pseudo-newton (p-n) | 5.1e2 | 1.1e3 | 1.9e3 | 2.6e3 | 2.5e3
time-weighted p-n 5.4e2 | 4.3e2 | 2.4e3 | 2.9e3 | 2.7e3
multigrid 4.1e3 | 5.8e3 | 2.5e3 | 3.9e3 | 6.4e3
discrete error prop. | 6.6e2 | 1.3e3 | 2.1e3 | 2.1e3 | 2.1e3
simulated annealing | 2.0e5 | 3.9e4 | 8.2e4 | 7.7ed | 4.3e4
IOHMMs 3.2e3 | 4.0e3 | 2.9e3 | 3.2e3 | 2.9e3

Table 3: Parity problem: Final classification error with respect to the maximum sequence length.

31 511020 |50 | 100 | 500
back-prop 212041 | 38 | 43
pseudo-newton (p-n) | 3 | 25 | 41 | 44 | 40 | 47
time-weighted p-n 26 39 | 43 | 44
multigrid 15 44 | 45
discrete error prop. 0 0 0 5
simulated annealing 3 101 0
IOHMMs 0 6] 0] 14 0| 12

Table 4: Parity problem: # sequence presentations with respect to the maximum sequence length.

3 5 9 20 50 100 500
back-prop 3.6e3 | 5.5e3 | 8.7e3 | 1.6e4 | 1.1e4
pseudo-newton (p-n) | 2.5e2 | 8.9e3 | 8.9e3 | 7.7ed | 1.1e4 | 1.1eb
time-weighted p-n 4.5e4 7.0ed | 3.4e4 | 8.1e4
multigrid 4.2e3 1.5e4 | 3.1e4
discrete error prop. | 5.0e3 7.9e3 | 1.5e4 | 5.4e4
simulated annealing | 5.1eb 1.2e6 | 8.1eb
IOHMMs 2.3e3 | 1.5e3 | 1.3e3 | 3.2e3 | 2.6e3 | 3.4e3
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4 Class 0
7 Class1

Figure 4: (a): Transition graph used in the two-sequences problem. (b): the corresponding recurrent

architecture, which is not fully connected.

trials. The results in Tables 1-4 clearly show that IOHMMs can achieve better performance than those

obtained with the other algorithms, except possibly for the discrete error propagation algorithm.

6 Regular Grammar Inference

In this section we describe an application of our architecture to the problem of grammatical inference.
In this task the learner is presented a set of labeled strings and is requested to infer a set of rules that
define a formal language, i.e., that can classify a new sequence of symbols as part of the language, or
not part of the language. It can be considered as a prototype for more complex language processing
problems. However, even in the “simplest” case, i.e., regular grammars, the task can be proved to be
NP-complete [54]. Many researchers [55, 56, 57| have approached grammatical inference with recurrent
networks. These studies demonstrate that second-order neural networks can be trained to approximate the
behavior of finite state automata (FSA). However, memories learned in this way appear to lack robustness

and noisy dynamics become dominant for long input strings. This has motivated research to extract
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Table 5: Definitions of the seven Tomita grammars

Grammar | Definition

1*

(10)*

string does not contain 12711027+ a5 a substring
string does not contain 000 as a substring

string contains an even number of 01’s and 10’s

number of 0’s - number of 1’s is a multiple of 3
0* 170" 1~*

=1 O T W N~

automata rules from the trained network [55, 57]. In many cases, it has been shown that the extracted
automaton outperforms the trained network. Although FSA extraction procedures are relatively easy
to devise for symbolic inputs, they may be more difficult to apply in tasks involving a sub-symbolic or
continuous input space, such as in speech recognition. Moreover, the complexity of the discrete state space
produced by the FSA extraction procedure may grow intolerably if the continuous network has learned a
representation involving chaotic attractors. Other researchers have attempted to encourage a finite-state

representation via regularization [58] or by integrating clustering techniques in the training procedure [59].

We report experimental results on the application of IOHMMs to a set of regular grammars introduced by
Tomita [60] and afterwards used by other researchers as a benchmark to measure the accuracy of inference
methods based on recurrent networks [59, 55, 58, 56, 57]. The grammars use the binary alphabet {0,1}
and are reported in Table 5. For each grammar, Tomita also defined a small set of labeled strings to be
used as training data. One of the difficulties of the task is to infer the proper rules (i.e., to attain perfect

generalization) using these impoverished data.

Since the task is to classify each sequence in two classes (namely, accepted or rejected strings), we used
a scalar output and we put supervision at the last time step 7. The final output yr was modeled as a
Bernoulli variable, i.e. P(yr) = 5" (1 — n7)'~Yr, where np is the system final (expected) output and
the target output y; = 0 if the string is rejected and y; = 1 if it is accepted. During test we adopted
the criterion of accepting the string if 1, > 0.5. It is worth mentioning that final states cannot be used

directly as targets —as done in section 5.3 — since there can be more than one accepting or rejecting
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Grammar #1 Grammar #2
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Figure 5: Convergence and generalization attained by varying the number of discrete states n in the
model. Results are averaged over 20 trials. m Frequency of convergence to e = 0 classification errors on
the training set. e Frequency of convergence to e < 3 classification errors on the training set. The two
gray levels of the vertical bars show the corresponding accuracies on the test data. The triangles (<)
denote the generalization accuracy for the best and the worst trial. The horizontal dashed line represents

the best result reported by Watrous & Kuhn. (continued ...).
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Grammar #6

Grammar #5
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Figure 5: (... continuation).
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Table 6: Summary of experimental results on the seven Tomita’s grammars (see text for explanation).

Grammar Sizes Frequency of Accuracies

n*  FSA min | Convergence | Average Worst Best W&K Best

1 2 2 .600 1.000  1.000 1.000 1.000
2 8 3 .800 965 834 1.000 1.000
3 7 5 150 867 775 1.000 783
4 4 4 .100 1.000  1.000 1.000 .609
5 4 4 100 1.000  1.000 1.000 .668
6 3 3 350 1.000  1.000 1.000 462
7 3 5 450 .856 815 1.000 .Ho7

state. In [55] this problem is circumvented by appending a special “end” symbol to each string. However,

in our case this would increase the number of parameters.

The task of accepting strings can be solved by a Moore finite state machine [61], in which the output is
function of the state only (i.e., strings are accepted or rejected depending on what final state is reached).
Hence, we did not apply external inputs to the output networks, that reduced to one unit fed by a bias
input. In this way, each output network computes a constant function of the last state reached by the

model. The system output is a combination of these, weighted by ¢,, the state distribution at time ¢.

Given the absence of prior knowledge about plausible state paths, we used an ergodic transition graph in
which all transitions are allowed. Fach state network was composed of a single layer of n neurons with
a softmax function at their outputs. Input symbols were encoded by two-dimensional index vectors (i.e.,
uy = [1,0] for the symbol 0 and u; = [0, 1] for the symbol 1). The total number of free parameters is

thus 2n2 + n.

In the experiments we measured convergence and generalization performance using different sizes for the
recurrent architecture. For each setting we ran 20 trials with different seeds for the initial weights. We

considered a trial successful if the trained network was able to correctly label all the training strings.

In order to select the model size (i.e., the number of states n) we generated a small data set composed of 20
randomly selected strings of length T" < 12, and we applied a cross-validation criterion. For each grammar

we trained seven different architectures having n = 2,3 ..., 8 and we selected the value n* that yielded the
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best average accuracy on the cross-validation data set. Interestingly, except for grammars 2 and 3, the
same n* would have been obtained by choosing the smallest model successfully trained to correctly classify
the learning set, as shown in Figure 6. This figure shows the generalization accuracy (triangles) and the
frequency of convergence to zero errors on the training set (squares), for each of the grammars, with a
comparison to the best result of 5 trials obtained by Watrous & Kuhn [57] with a second-order recurrent
network (dashed horizontal line) on the same data. We see that most of the IOHMM trials performed
better than the best of 5 recurrent network trials and that the best IOHMM trial always generalized
perfectly (unlike the best recurrent network). For comparison, in Table 6 we also report for each grammar

the number of states of the minimal recognizing FSA [60].

We tested the trained IOHMMSs on a corpus of 212 — 1 binary strings of length 7" < 12. The final results
are numerically summarized in Table 6. The column “Convergence” reports the fraction of trials that
succeeded to separate the training set. The next three columns report averages and order statistics (worst
and best trial) of the fraction of correctly classified strings, measured on the successful trials. For each
grammar these results refer to the model size n* selected by cross-validation. Generalization was always
perfect on grammars 1,4,5 and 6. For each grammar, the best trial also attained perfect generalization.
These results compare very favorably to those obtained with second-order networks trained by gradient
descent, when using the training sets proposed by Tomita. For comparison, in the last column of Table 6
we reproduce the results reported by Watrous & Kuhn [57] in the best of five trials. Other researchers
also obtained interesting results, although they are not directly comparable because of the use of larger”
training sets [59, 55] or different experimental conditions [58]. In most of the successful trials we observed
that the model learned a “deterministic” behavior, i.e., the transition probabilities were asymptotically
converging either to 0 or to 1 (exact values of 0 or 1 would require to develop infinite weights because
of the softmax function). Of course this is consistent with the deterministic nature of the problem. It is
however interesting to note that, apart from numerical precision problems, these trained models actually
behave like finite automata, rendering trivial the extraction of the corresponding deterministic automaton.

Indeed, for grammars 1,4,5, and 6, we found that the trained IOHMMSs behave exactly like the minimal

"We used the training sets defined by Tomita [60].
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Grammar # 1
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Figure 6: Finite automata equivalent to the IOHMMs trained on Tomita’s grammars 1,4,5, and 6.

recognizing FSA (see Figure 6).

In some cases, however, the IOHMM learned a different representation. In particular, for grammar 7 we
found a model with three states that correctly classify all the test strings. This is interesting because the
minimal FSA for grammar 7 has five states. We report the learned transition probabilities in Figure 7(a),
and the output probabilities in Figure 7(b). One might wonder if such a representation is robust for longer

input strings. To investigate this issue we generated 1000 random strings of length T'= 500 and we found

that the IOHMM still made no errors.

A potential training problem is the presence of local maxima in the likelihood function. For example,
the fraction of converged trials for grammars 3, 4, and 5 is small and the difficulty of discovering the
optimal solution might become a serious restriction for tasks involving a large number of states. In other
experiments [18] we noticed that restricting the connectivity of the transition graph can significantly help
to remove problems of convergence. Of course, this approach can be effectively exploited only if some prior
knowledge about the state space is available. For example, applications of HMMs to speech recognition

always rely on structured topologies.

To conclude, we have found IOHMMs to perform well on a task of grammar inference in comparison to
recurrent networks. Furthermore, we have found that they can sometime find solutions involving less

states than the minimum required if the system was completely deterministic.

38



Li—1 o =10 o =1 .. P
— — ONMO OO
8 8
6 6
4 4
0 : : O-
0 _ = ol_— —
0 1 2 0 1 2
1.0 1.0
8 8
6 6
1 I I : -
2 2
] — ) — _
0 1 2 0 1 2
1.0 1.0
8 8
6 6 N
2 4 4
2 2
o = = o = =
0 1 2 0 1 2
() (b)

Figure 7: Learned transition probabilities for grammar # 7: (a): Transition probabilities; bar chart on
row 7 and column k represents the discrete distribution P(z¢|2,—1 = j,u; = k). (b): Probabilities of

accepting the input string, P(y; = 1| 27). This network correctly classifies all the test strings.

7 Conclusions

We have presented a recurrent architecture suitable for modeling an input/output relationship in discrete
state dynamical systems. The architecture has a probabilistic interpretation, called Input/Output Hidden
Markov Model (IOHMM), and can be trained by an EM or GEM algorithm, using the state paths as
missing data. It can be seen both as an extension of standard Hidden Markov Models (HMMs), with
a conditioning input sequence, and as an extension of the mixture of experts (ME) model [27], with a
constrained linear feedback loop and two sets of experts (for predicting the output and for predicting the

next state).

On two test problems, in which the span of the temporal dependencies can be controlled, we have found
that IOHMMs learn long-term dependencies more effectively than back-propagation and other alternative
algorithms described in [13, 18]. An analysis of the problem of credit assignment through time in HMMs

and IOHMMs [44] explains why they could solve this problem better than recurrent networks (which
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have a non-linearity in the recurrence loop), and revealed that best results would be obtained when
transition probabilities are near 0 or 1. Although this corresponds to uninteresting models in the case
of HMMs, it corresponds to a large class of useful models in the case of IOHMMs, because the latter
are non-homogeneous (transition probabilities change during the sequence). Furthermore, when HMMs
are trained with the (more efficient than gradient ascent) EM algorithm they are trained in a basically
non-discriminant way, whereas IOHMMSs can be trained with the EM algorithm while using a discriminant

training criterion.

The results obtained in recent experiments suggest that IOHMMSs are appropriate for solving grammatical
inference problems. In particular, for the benchmark problem proposed by Tomita [60], IOHMMs compare

favorably to second order nets trained by gradient descent, in terms of generalization performance.

Future work will have to address extensions of this model in several directions. How well does the
algorithm perform on larger scale tasks with a large state space? How can we use dynamic programming
in applications such as speech recognition where we wish to assign a certain meaning to particular states
or transitions? How well does the algorithm work on tasks of sequence prediction (e.g. multivariate
time-series) and sequence production (e.g. control and robotics tasks)? Are there other ways to improve
credit assignment through time when the data to be modeled is very non-deterministic? We are exploring
a solution based on a hierarchical representation of the state. This can be achieved by introducing several
sub-state variables whose Cartesian product corresponds to the system state. Each of these sub-state
variables can operate at a different time scale, thus allowing credit to propagate over long temporal spans
for some of these variables. A different option for simplifying the sequential learning task, is to exploit
some form of prior knowledge, which can be used, not only to reduce the number of free parameters, but

also, to reduce the difficulty in capturing long-term dependencies.
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