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Analog Integrated Circuits for the Lotka—\olterra
Competitive Neural Networks

Tetsuya Asai, Masashiro Ohtani, and Hiroo Yonezu

Abstract—A subthreshold MOS integrated circuit (IC) is de- to provide a functional basis for neural information processing
signed and fabricated for implementing a competitive neural py the brain, such as decision-making and sequential selection
network of the Lotka—Volterra (LV) type which is derived from ¢ 6t0r commands. For this potential importance of the
conventional membrane dynamics of neurons and is used for L . -
the selection of external inputs. The steady-state solutions to the &Ctivity selection, many competitive neural networks have
LV equation can be classified into three types, each of which been discussed in the literature [6]-[11]. Network models,
represents qualitatively different selection behavior. Among the which possess simple organizations and well-understood dy-
solutions, the winners-share-all (WSA) solution in which a certain - namic behaviors, are attractive from an engineering standpoint.
l“”mber of neurons remain activated in steady states is particu- |, haricylar, understanding their behavior is essential for
arly useful owing to robustness in the selection of inputs from a . . .
noisy environment. The measured results of the fabricated Ly Choosing effective values of the parameters which control
IC’s agree well with the theoretical prediction as long as the the system’s functions. In this paper, we show experimental
influence of device mismatches is small. Furthermore, results of results of fabricated IC's for a Lotka—Volterra (LV) neural
e;(;?jﬂscii‘ée C:LZ“W;”A“'Z‘S&?; r?r?j\fe;hg(thhigitla;gerjig?olli '—;/efeigﬁitn network which has been fully studied and shown to give three
Eompareg with winner-take-all circuits, in the possible presence types of steady-state solutlons.[12]. The LV circuits have been
of device mismatches. shown to be implemented with a small number of metal-
oxide semiconductor (MOS) transistors and were thoroughly
inspected using a Simulation Program with Integrated Circuit
Emphasis (SPICE) [13].

The three types of solutions in steady states, that is, the

l. INTRODUCTION winner-take-all (WTA), winners-share-all (WSA), and variant
IOLOGICAL nervous systems are energy efficient an@inner-take-all (VWTA) solutions are classified according to
compact. They can efficiently perform flexible informathe number of active neurons that we call winners, and the
tion processing in which modern digital computers falteflependence of actual winners on initial conditions of neuronal
In recent years, remarkable advances in silicon integratagfivities. Transitions among the three types are controlled
circuit (IC) fabrication technology have led to the developmefty @ single parameter, that is, the ratio of the strength of
of very large-scale circuit systems. Using such integratidﬂtera| inhibition to that of self-inhibition. The WTA solution
technology, Mead and his colleagues have been developintg echaracterized by the fact that the neuron receiving the
neuromorphic hardware which emulates the organization alddgest external input is the only winner. Thus the WTA
the function of the nervous systems and tries to reveal tRelution describes the selection of a maximal input. In the
functions of the biological systems [1]-[3]. An analog veryVSA solution, at least two neurons remain active as winners
large-scale integration (VLSI) is a key technology for implei the order of external input strength. The number of winners
menting such neuromorphic systems since a large numbersgstematically changes with the strength ratio of the different
transistors can be integrated on a small area of a chip, aganms of inhibition. So in both cases, an important feature of
biological systems. the competitive behavior is that the solutions do not depend on

In neural networks with mutual inhibition, only significantinitial conditions of neuronal activities. In other words, internal
activities can survive the competition among neurons. Fstates of the network evolve toward a static representation of
instance in sensory information processing, this implies thde hierarchy in magnitudes of external inputs. On the other
salient features in stimuli can be detected by these networkand, in the VWTA solution, which allows a single neuron
And according to [4] and [5], such competitive behavior seentg remain active, the actual winner changes as the initial

conditions change. The behavior of té-winners-take-all

Manuscript received May 27, 1997, revised December 1, 1998 and Jun@?twork [7] can be_ regarded to Corr_eSpond to the behavior
1999. of the LV network in the VWTA solution.
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selection of one from many possible choices based on thwéh a sigmoid response function and its dynamic properties
evaluation of each choice with a certain criterion. In this sensgere analytically studied and shown to give three types of
we think that the LV network has a wider applicability than theteady-state solutions [12].

K-winners-take-all network, which exhibits only the initial- Let the external inputs obey

;:nopnu(iguzgl.dependent selection among inhomogeneous external Wi Wy Wa> o> Wy > Wy >0 2)

In the LV circuit, MOS transistors operating in their suband e = 0 for the time being. The qualitative feature of
threshold regions were used for obtaining an exponentigjuilibrium solutions is significantly changed with the strength
transfer characteristic [14]. The subthreshold MOS operatigf the lateral inhibition relative to that of the self-inhibition,
offers several advantages for implementing neural networkid the critical strength at which the network behavior changes
a possibility of high integration density, low power dissipais roughly given by = 1.
tion, and availability of parasitic bipolar devices. Owing to
O(N) complexity of synaptic connections and the use of \WSA Case
the subthreshold regions, the LV network is expected to be
implemented on a small area of a chip.

On the other hand, according to [15] and [16], we often O v+ Wi 3)

The WSA solution of the LV neural network appears when

encounter imperfection of analog integrated circuits due to Ty +2W - Wy

device mismatches which can be observed among physi¢@l numberd of winners, which have nonzero activities in
parameters of a group of equally designed devices. Although, 4 states, is in general more than one. And the winners

several WTA analog circuits have been proposed in the Iitera@}-e the neurons which receivddargest external inputs among
ture [15], [17]-[21], it is still difficult to select a correct Winnera"_ The steady-state solution is given by

since a neuron which should not become the winner can be
1 Wi d

accidentally activated by the device mismatch. In this paper, 2=+ + (Wp

we show that the WSA solution can be used to overcome the a 1-2 (A-Da

above difficulties if a high integration density is attained in 1 &

fabricating the device owing to robustness in the selection of a=di+1-A (Wip =~ W 4)
inputs. j=1

This paper is organized as follows. In Section Il, aftehdependent of initial values of;, in terms of the external

intrOdUCing the LV neural network, we summarize equilibriurﬂ"]puts <W>D averaged over the winners. The actual number
propel’ties of the LV network. In Section ”I, we introduc%f winners can be determined from

subthreshold MOS circuits for the LV network producing the

. - 4 Ad
WTA and WSA solutions. The circuit for the VWTA solution v+ Wa> (W) — Wa). ®)
will not be discussed in this paper since we consider it less . ) ) . ) )
useful than the circuit for the WTA and WSA solutions. Inlhe right side of (5) is an increasing function @fwhile the
Section IV, we show the measured results of the fabricatft Side is a decreasing function af Thus there exists an
LV IC’s. Then in Section V, we show performances of largedPper bound forl above which condition (5) is not satisfied.

scale LV circuits including practical device mismatches usingliS Upper bound gives the number of winners. .
SPICE. Section VI is devoted to summary. The condition (5) indicates that the number of winners

decreases as the relative strengttof the lateral inhibition
approaches unity. On the other hand, all the neurons remain
active for\ less tham\;, = (y+ Wy )/(v+Wn +X1, W, —

The LV equation, which describes the competitive behavigyiv), which means that no neural selection occurs for

Il. THE LOTKA—VOLTERRA COMPETITIVE NEURAL NETWORK

amongN identical neurons, is given as [12] 0<A<Az. Note thatd < A, < A_ <1.
dz;
M ’Y+Wi—Zi—)\sz +e B. WTA Case
dt i The WTA solution is obtained for
=1, N 1) _ v+
b A_KACAy = 6
+ v+ Wo ( )

where z; is the activity of theith neuron,~ represents an
input which is nonspecific to each neuroW, represents
neuron-dependent inputs amrdis a small positive constant
(= 0). The ¢ term prevents anyz; from being zero so
that losers and winners can interchange if the magnitudes 2 =+ W,

of {W;} are changed occasionally. Each neuron has a self- 2 =0 =2 ... N @)
inhibitory connection of the strength normalized to unity, o T

and X is the relative strength of all-to-all lateral inhibitoryin the steady states. The stability of the WTA solution against
connections among different neurons. The LV equation wasrturbations from the term was extensively studied [22].
derived from the conventional membrane dynamics of neuroNste that\; > 1 and the WTA behavior occurs only far= 1.

with a single neuron allowed to exhibit a nonvanishing activity.
The winner is always the neuron which receives the largest
external input and is independent of initial conditions. Thus



1224 IEEE TRANSACTIONS ON NEURAL NETWORKS, VOL. 10, NO. 5, SEPTEMBER 1999

C. VWTA Case
When values of the parametarare in the range

A> Ay (8) 0.8

ron Z;

the LV network allows only one winner, which is not necessaré 0.6
ily the neuron receiving the largest input. In fact, any neurorg
a can be the winner if the input, to the neuron satisfies

0.4
ALy + Wo) > (v + W1). )

vity of i-

L . = 0.
This implies that the actual winner selected by the networkg
depends on initial conditions of neuronal activities. The basin

of an attractor is expected to be larger for a neuron receiving  ©

i 0 20 40 60 80 100 120
a larger external input. .

Fig. 1 shows time courses of the LV network wifh = Time
30,7 =1.0, = 0.0, andy = 1.0 for A = 1.0 (WTA) and 0.8 @)

(WSA) obtained by numerical simulations. The afferent input

to thesth neuron is given byW;| ~ N —i (¢ = 1,---,N).

Initial states at = 0 were randomly selected in the interval [O,

1]. In Fig. 1(a), it is observed that five neuraps, z2,- -+, 23) ~T
remain activated in steady states, which represents the W3R 15
solution. While in Fig. 1(b) it is observed that the neurons
receiving the largest input becomes the single winner, that

is the WTA solution.

Ill. ANALOG CIRCUITS FOR THE

0.5
LOTKA—VOLTERRA NEURAL NETWORK

Activity of i-th

By introducing new variableg; = Inz;, the LV system
described by (1) can be transformed into 0

0 20 40 60 80 100 120

N
=7 + Wi —ep(y) - A Y exp(y;) Time
J=17 (b)
, N Fig. 1. The dynamic behavior of the LV neural network producing the (a)
=" 4+W; — (1 —Nexp(y;) — A Z exp(y;)  (10) WSA and (b) WTA solutions withN' = 30,7 = 1.0, ¢ = 0.0, and
j=1 ~ = 1.0 obtained by numerical simulations. Several cells including winners
are numbered according to the magnitudes of the external inputs which they
where + representsy + eexp(—y;). Note thaty’ can be receive.
regarded as a fixed input sinee= 0. Let us introduce the

following variable and physical parameters: It should be noticed that the left side of (12) represents the

(e) current of the capacitor, while the right side of the equation
exp(—r V" /Vr) A ! o :
_— = is given by the linear combination of saturation currents of
MOS transistors operating in the subthreshold region [14].
TE—— . A= (11) This implies that the LV network can easily be developed by
Lor(1+73) 1+p current-mode subthreshold MOS circuits [15].
where V; represents a transformed variable possessing thdn the original LV equation (1), the amount of the lateral
dimension of a voltageV; = kT/q (k is the Boltzmann's inhibition is different among all neurons since tita neuron
constant.l’ the temperature, anglthe Charge of an e|ectr0n),i5 omitted in the lateral inhibition term, that isA Ej\;&z Zj.
 measures the effectiveness of the gate potemj[‘(f]), is an This implies that the complexity of the connection between
external input voltage() represents a capacitandgjs a MOS [V neurons isO(N?). On the other hand, in the trans-
fabrication parameter, an@ represents a gain constant whicformed equation (12), the lateral inhibition term, that is
is discussed below. We can obtain the following equation from3lo %7, exp(xV;/Vr), is identical with all neurons.

CVr 3

(10) and (11): Thus, the complexity of the connection becon®@&N). In
. this way, a large-scale LV network can be implemented on

CV; = Iy exp(—#V,L /Vr) a small area of a chip owing to thé(NN) complexity of
N connections among them. Fig. 2 shows the transformed LV

— Ioexp(kV;/Vr) — Blo Y exp(sV;/Vr). (12) network with O(N) complexity. An inhibitory cell (H cell)
i=1 receives excitatory signals from excitatory cells (E cells), while
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. /N Heell
Veom N4
Iout,1 Iout,2 Iout,a Iout,N
---------- E cells
v vy viy
Fig. 2. Network structure of theV-dimensional LV circuit withO(N)
complexity. The LV circuit consists of single H-cell circuit and E-cell
circuits, as shown in Figs. 3 and 4.

Fig. 4. An inhibitory neuron (H cell) circuit composed of five MOS tran-
sistors and two current sources.

|
: The H-cell circuit consists of a translinear circuit that
[ performs a normal product computation [15], as shown in
: Fig. 4. The input current to the H-cell circult, is mirrored to
| Iy inthedth E-cell circuit with a gain constaugt through the
e it common output voltag&,,,,. The gain constant is given by
the ratio of Iy ; to Iy 2 which determines the strength of the
v ° n lateral inhibition. The strength of the inhibition is externally
4l I, modifiable by replacing current sourcég ; and Iy with
nMOS transistors. A detailed description of the E-cell circuit
Veom C and H-cell circuit is given in the Appendix.
M1, ———— M2 }_J% I:Msi In the original LV equation (1), the activity of théh neuron
(z) is restricted in the range ¢0,~ + W;]. Due the system
variable changindy; = ln z;), the range of the transformed
system becomds-oo, In(+'+W;)], which results iny; — —oo
J; <+ when z; — 0. This divergence to negative infinity, however,
) ) o _never occurs in the proposed circuit. When< 4V, and M1,
Fig. 3. An excitatory neuron (E cell) circuit composed of four MOS transis- . .
tors. An external input is given to the circuit through the gate volth'é%) S.tarts .tO leave the saturation reg.lon’ the second term of the
of M4;. The E-cell circuits are connected with the H-cell circuit, shown ifi@ht side of (12) ceases to be valid. Consequently, the lateral
Fig. 4, according to the network structure (Fig. 2). inhibition term represented by-31, Ef;l exp(kV;/Vr)
in (12) decreases rapidly to zero, rather thanigo as V;
approaches zero in the equation for the losers. This indicates
each E cell receives an afferent input, a self-inhibition, andtkat V; does not go to negative infinity for the losers because
lateral-inhibition from the H cell. the driving term itself vanishes. Thus the losers acquire a small
Fig. 3 represents théh E-cell circuit and Fig. 4 representsnonvanishingV;, giving z; > 0.
the H-cell circuit. Both circuits were developed by a small Equation (3) predicts that the LV circuit produces the WSA
number of MOS transistors. In thith E-cell circuit, the current solution when
of M4;, which we denote ady4;, acts as an excitatory
current which increases the membrane potenfjawhile the 8 vy
current§ of M1 and M2, which we denotg gﬁ\,ﬂ,i andyr.;, . 148 2Iva: — Inaz
respectively, act as lateral- and self-inhibitory currents whichy ., o S A (13)
decrease the membrane potential. On the other hand, in the Hitt = Me2 = AMas = Ma V=1 = SMLN =
cell circuit, the input currenf;,, acts as an excitatory current
which increases the output voltadé, .., . wheref = Iy 1 /I 2. Equation (13) indicates that the bound-
In the ith E-cell circuit shown in Fig. 3, the node equatiorary between the WTA and WSA solutions is determined by
around (a) is equivalent to (12). The current of the capacitd) the ratio of the largest afferent input of the E ogl4.1)
corresponds to the left side of (12), while the current of;M4to the second largesh:.» and 2) the ratio of the current
M2;, and MJ; correspond to the first, second, and third termsources in the H-cell circui¢d). Thus, one can choose those
of the right side of (12), respectively. It should be noted thagtarameters so that the LV circuits may produce the WSA or
the current of M1 is produced by the H-cell circuit. WTA solution.

(a) Iout,i

<~
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ﬂjﬂ!ﬂﬂUTﬁl!li? 103 12
106
< ¢ 3
3 1091 2
—
) . ) L . 10-12 linear
Fig. 5. Chip photograph of the fabricated LV circuit including 13 E-cell
circuits and 2 H-cell circuits (chip size: 5.1 mm 2.8 mm, feature size: 10 ]
um, nMOS process). TheMOS transistors used in the E-cell and H-cell 0
circuits were not implemented on the chip, but were fabricated in another 0 15 3
process.
Vg (V)
LVICs  CMIC @

w o I'Els_"! ./"' T Ao\ -l;;.ﬂ,ﬁ”?;,; f m‘-w Vg .
JOTAIC

| pMOS ICs

~

(b)

Fig. 7. (a) Drain—source current of the diode-conneetBbtDS transistor in
the E-cell circuit. (b) Measured circuit.

transistors. TheeMOS transistors used in the E-cell circuits
and H-cell circuits were fabricated in another process. Using
three LV IC’s, we constructed the LV network with = 39,

as shown in Fig. 6. It is seen that a connection density among
the LV IC’s is significantly reduced so that the LV network
with very high integration density can be developed on one
chip with the proposed circuit.

Fig. 7(a) and (b) shows the drain-source current of the
diode-connectechMOS transistor used in the E-cell circuit
and its measured circuit, respectively. The exponential re-
gion of thenMOS transistor was approximately obtained as
0.8 V<V, <1.8 V, while the nominal “threshold” voltage
_— Front and (b) back side ohot hs of the LV ol of the transistor was approximately obtained as 2.0 V. Due
Fig.& @ the printed (bgal(;\? _"30). The network consists Sheutt MP'%o0 the gate-oxide thickness of fabricated MOS transistors in
IC’s, three afferent input IC’s including current sources, andviS current our CMOS procesgTo,, > 1000 A) the S factor became
mirror. 0.4 V/decade, which results in rather a long time reaching to
the equilibrium state, as compared with LV circuits fabricated
in the standard CMOS process. However, such lardactor
does not influence the qualitative behavior of the LV circuit

We fabricated prototype LV IC’s in a 10m nMOS process gince the factor influences onlfs and x with respect to the
at the Electron Device Research Center in Toyohashi Univeiime constantr in (11).
sity of Technology. Fig. 5 shows a chip photograph which The input—output characteristic of the H-cell circuit and its
contains 13 E-cell circuits and 2 H-cell circuits withgMOS measured circuit are shown in Fig. 8(a) and (b), respectively.

OTAIC

pMOS ICs 1%

(b)

IV. EXPERIMENTAL RESULTS
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cell circuits satisfied the inequality; < Vo < V3 <V, and
| Vse,.30 ~ 0V since Iyy,1 <Iva2 <Img3 <Invgq and
out y Iva, 5,630 = 0 A When Iyy; = 20 nA, Vi agreed
with V5, as expected. If 20 nA< Iy 1 <40 nA, the equilib-

:' 0——-‘——I l: rium voltages becamis < Vi < V3 <V, sincelny o < Ina 1.

: When Iy4,1 = 40 nA, Vi must be equal td’z, however,V;

| did not coincide withV; but they coincided whedy,; =

| Ivas + Al = 43 nA (Al = 3 nA) because of the device

i mismatches of the MOS transistors. When 430414 1 < 60

: nA, the equilibrium voltages becamié < V3 < V; <V, and
v v I

I

I

.

100 o
2
=
0
(0]
o))
8
. ©
< 2
£ =]
= a
3 -—
< 3
(S
S
S
=
o
Ll
0 100 0 40 80 120 160 200
Iin (nA)
@) Input current Iy 1 (NA)
| Fig. 9. The distribution of equilibrium voltages for the input currents
| (Ima,1s Inta,2, Ivazs IMa,a, Ina(s,.30)) = (1~ 200, 20, 40, 60,
0)nA, V, =V, = 2.0V (8 =1.0), andVygq = 9 V. The horizontal and
// // ! // vertical axes represerfiyi4,; and Vi 2 3,4, respectively. Other equilibrium
[ Vg voltages(Vs ... 39 = 0 V) are independent ofyys ;.
|
1
| |
in (l) ! When Ip4,1 < 20 nA, the equilibrium voltages of the E-
|
1
|
|
|

V1 coincided withVy when Iyg1 = 72 nA (Al = 12 nA)
due to the mismatches. Whegyy 1 > 72 nA, the equilibrium
voltages satisfied, < V3 <V, < V1, as expected.

The winner will not be influenced by the device mismatch in
(b) o ; . .

) ) o _ . the H-cell circuit since the mismatch influences only the gain
l'\:/llgégﬁrega)cimii.sured input—output characteristic of the H-cell circuit. (bgonstant/i Which determines the type of the solution_(WSA

or WTA) according to (13). On the other hand, the mismatch
of M1; in the4th E-cell circuit directly influences the strength

In the experiment}, was set at 2.0 V antl,, was setat 2.0 V. of the lateral inhibition of the E-cell circuit, while that of M4
It was shown that the output current was widely proportional §oes the afferent input current. The measured results reveal
the input current. The gain constambtained from Fig. 8(a) that the fabricated circuit requires a current difference of at
was approximately unity, as expected. leastO(10 nA) between the afferent input currents in order to

Fig. 9 shows measured equilibrium voltag€g» s 4/t~ determine the correct winners among the E-cell circuits.
of the LV circuit with v = 39 as a function of the afferent The time course of the membrane voltagés, 5 4 of the
input currentyy; = 1 nA to 200 nA. The rest input E-cell circuits for 3 = 1.0 is shown in Fig. 10. In the
currents Inp,2, Inta,3, Ivaa, @Nd Iyias6,--,30) Were set at experiment, the afferent input currentsy (12,5.4) to the E-
20, 40, 60 nA, and 0 A, respectively. The semiconductegll circuits are given by off-chipMOS transistors. The rest
parameter analyzer 4145B (Hewlett Packard, Inc.) was usefdthe input currentdypy (s,6,...,39) Were set at 0 A. The result
for producing those afferent currents instead of HMOS shown in Fig. 10 is consistent with the prediction obtained
transistors in the E-cell circuits. In the experiment, the gafrom the theory and the computer simulations. It should be
constants was fixed at unity A = 0.5). It should be noticed noticed that the difference between equilibrium currents of
that the LV circuit with those parameters produces the WSRAe E-cell circuits(/yiz (1,2,3.4)) becomes more conspicuous
solution since the parameters satisfy (13). compared with the equilibrium voltageg » 3 + because of

v
-> E cell
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Trigger (1=0)

—
(=]
T

Output voltages V;

Time (ms)

Fig. 10. Transient responses of the LV circuit with = 39, ‘/'1(9) < Vz(e) < V3(‘“') < Vf),, Ve =Vw =20V (8 =1.0)andVyqy = 9 V. The vertical
axis represents the membrane voltages of E-cell cirqUitsz 3.4) receiving external inputs.

the logarithmic relation between the original LV equation (Iyinners. If the size of the cluster is sufficiently large, those
and the transformed equation (12). singular losers and winners will not influence the output

As we mentioned in Section |, selecting a single winner witbf the clusters according to “the decision by majority” re-
WTA circuits is quite difficult under a noisy environment. Thesulting from condition v). It should be noticed that such
above results indicated that the practical device mismatchesllective decision of the winner is certainly owing to the
could be a conclusive drawback for determining the corregkistence of multiple winners produced by the LV circuits with
winner. In the following section, we show that the WSAhe WSA solution. In the following simulation, we confirm
solution produced by the LV circuit can be used effectivelyhether this approach is valid or not for practical device
to overcome the above problem on the basis of a collectivgismatches.

neural processing. In the simulation,NV is set at 200 ang is set at 1.0 with
respect to condition 1). For conditions 2) to 4), the cluster
V. AN EXPANSION TO A LARGE-SCALE NETWORK: size M is set at 100 and two different magnitudes of the
IS COLLECTIVE OPERATION NECESSARY FOR input currents are given to the clusters. The high input currents
A CORRECT INFORMATION PROCESSIN® (100 nA) are given to a clustefyy, consisting of A7 E-cell

In the preceding section, we confirmed that the fabrircuits, while the rest clustec’, consisting of M E-cell
cated LV circuit with smallV could select multiple winners Circuits receives slightly low input currents compared with the
according to the magnitude of the afferent inputs as lofgPut current of the clustety . In the following simulations,
as the minimum difference between the inputs was withi{€ denote the differential current _between the input currents
O(10 nA). Our next interest is the behavior of large-scaléf Cw and Cr as Alwr. The mismatch parameters and
LV circuits which can be used to overcome the possiblariations used in the simulation are dimensions of MOS
problem of device mismatches. Since the prototype LV chifansistors(£0.1 um), Vz (£0.05 V), C (£0.2 pF), and
includes only 13 E-cell circuits, it is rather difficult to construct: (+£0.02). Those variations were obtained from the fabricated
a large-scale network with them. Therefore, we conductédy circuits in our CMOS process.

SPICE simulations of the large-scale LV network using device Fig. 11 shows transient responses and an equilibrium distri-
mismatches obtained from our fabricated LV IC's. bution of output currents of the clustesy and Cp,, which

In order to overcome the influences of the device mismatdie denote ag/ni2)c,, and(lvz)c, , respectively. When the
we assume the following conditions: 1) the LV circuit withcluster Cr, received the input current of 97 nfAlw, = 3
large N produces the WSA solution; 2) the network is splifA), the clusterCyy became the winner at the equilibrium, as
into several clusters; 3) each cluster consists of several $rown in Fig. 11(a). The differential output current between
cell circuits; 4) E-cell circuits within the same cluster receivélm2)c,, and ()¢, was sufficiently large for determining
the same magnitude of an afferent input current; and 5) tHee single winning clustefCyy ). In this case, E-cell circuits in
output of each cluster is represented by the average of the clusterCyy were activated with high probabilities, while
output current of the E-cell circuits in the cluster. The clustdz-cell circuits in the clusterC;, were nearly dead at the
receiving the largest input among the clusters, which waguilibrium, as shown in Fig. 11(c). On the other hand, when
denote as cluste€yy, will become a winning cluster whenthe clusterCy, received the input current of 98 N Iy, = 2
the mismatch parameters are not given to the circuit. OW\), (Inz)e,, and (Inz)e, showed oscillatory behavior, as
the other hand, in the presence of the mismatches, sevetadwn in Fig. 11(b). Oscillation of winning status will be
E-cell circuits in the clusteCy- will become losers, while observed when the input to the clust€sy are very close
some E-cell circuits in the rest clusters; will become to the input to the cluste€..
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1 Fig. 12. Dependence of the minimum differential currexf,,;,, on the
. T T T T T cluster sizeM.
<
< 0.8 CW N
S We denote the minimum value aklw; as Aln;,. Fig. 12
A shows the dependence Aff,,,;,, on the cluster sizé/. In the
VE 06 I 7 simulations, we assume that the clustered LV circuit shows
T the WTA behavior when
T | p=_ (helow > 0.99. (14)
,(\:‘ oo (Im2) e + (IM2) 0y,
Z CL When M < 60, ALy, was O(10 nA). As M — 0o, Al
0 ) , ) l , asymptotically approached to 3 nA.
0 10 20 30 These results indicate that the values of the required differ-
_ ence between afferent input currents for selecting the correct
Time (msec) winning cluster isO(1 nA) when M > 60. Namely, it was
() shown that reliability of the selection could be considerably
improved by using the clustered LV circuit, as compared
5 . T , . , . . . : with the conventional WTA circuits and individual LV circuit
< shown in section IV. Thus, “the decision by majority” ap-
S: 4 L | proach, which is certainly owing to the WSA solution of the
%n' proposed LV circuit, seems to be valid in the analog circuits
= sl with practical device mismatches.
S
3 VI. SUMMARY
2 —
g We fabricated analog MOS integrated circuits for a LV
5 i L competitive neural network and showed their characteristics
= and performances.
g | The present LV circuit has several merits in applications.
Il 1 1 1 1 . . . . .
0 ] 100 200 First, the underlying mechanism for the selection is both qual-

Neuron number i
(c)

itatively and quantitatively known for WTA and WSA cases.
This makes it easier to design a neural circuit suitable for a
particular application. Second, the competitive behaviors occur

) ) ) independently of initial conditions. This dynamic property is
T e o P e i 1, e o iSeful for consiructing an appropriate internal representation
size, input currents of the clustély, and 3 were fixed at 100, 100 nA, and Of the hierarchy in the magnitudes of external inputs which
1.0, respectively. (c) Output-current distribution of the E-cell circuits at thenay vary in time. Third, by introducing an inhibitory cell, the
equilibrium state. complexity of connections is easily reduced®@0N). Fourth,

adopting exponential transfer characteristics for a neuron unit
These results indicate thatlvw, must be larger than 3 nA in removes the quadratic interaction terms from the original LV
order to avoid the oscillation of winning status and determimeural network. This makes the circuit organization extremely
the correct winning cluster when = 100 and 8 = 1.0. simple. Fifth, the electric power dissipation from the circuit is
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expected to be very small since the MOS transistors are usedbthreshold currents, and assuming that all devices have

in their subthreshold regions of operation. identical values for< and Iy, we obtain
The experimental results showed that the fabricated LV cir- v I v I
cuit could produce a WSA solution and select multiple winners Tin <ﬂ> + L1 <£)
according to the magnitude of afferent input currents as long as ki 1o ki Io
the minimum difference between the input currents was within _Vr <@> _Vr <—7Ml,i> —0. (AB)
0O(10 nA). Large-scale SPICE simulations were also conducted K Iy K Iy

to show that the proposed circuit could overcome influencesls_)f . .

device mismatches by the WSA solutions. Introducing clusters®™ (A-4) and (A.6), we can easily derive

of neural circuits, it was shown that the values of the required I N

difference between afferent input currents for selecting the Iy, = %IH,Ml =B Z exp(kV; /Vr) (A.7)
correct wining cluster was withi@(1 nA) when the cluster H,2

size was larger than 60.

j=1

where g represents the ratio dfy ; to Iy 2. By replacing the
current sources fofy ; and Iy » with nMOS transistors 3
APPENDIX is rendered externally modifiable through the gate voltages of
Here, we will show that the proposed LV circuit is equivthose transistors.
alent to (12) when the E-cell circuits and H-cell circuit are The afferent input to each E-cell circuit is given by an input
arranged according to the network structure shown in Fig. gurrent to transistor M4 Therefore, the strength of the afferent
Applying Kirchhoff's current law (KCL) at node (a) in input can be externally controlled by changing the gate voltage
Fig. 3, we can obtain the equation Vi(e) of M4, through

OVi = Iaai — vy i — Int2si (A.1) I = Io exp(—raVi(e)/VT). (A.8)

Where_[]\qa7i stands for the current of tranSiStoraMOf the ith Here ‘/i(e) must be in the range which ensures the operation
E-cell circuit. In the subthreshold region of operatiditz; of M4, in the subthreshold region.

is ideally given by By substituting (A.2), (A.7), and (A.8) into (A.1), we obtain
Iz = Ioexp(xVi/Vr) (A-2) CVi = Ipexp(—rV;? /Vr) — Iy exp(V;/Vr)
where Iy, Vr, and x are the physical parameters described in al
0, YT, K _ R
Section Ill. Similarly, In ; is given as Plo ; exp(V;/Vr), (A-9)
D = Toexp(kVeom /Vr) (A-3)  which corresponds to (12) discussed in Section III.

in terms of the gate—source voltagé.,, of M1;, as long

as it operates in the saturation regi¢h; > 4Vr). The ACKNOWLEDGMENT
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