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The Subband Modulation: A Joint Power
and Rate Allocation Framework for

Subband Image an

Haitao Zheng and K. J. R

Abstract—A new approach of reliable image and video trans-
mission over noisy channels is proposed. For subband decom-
posed image and video, combined source coding and channel
modulation design can achieve high compression efficiency and
preferable quality. Further performance gain is obtained by mul-
tiresolution modulation as well as a bhit-remapping scheme that
assigns efficient mapping from each source codeword to channel
modulation points. We show that the combined source coding
and modulation design outperforms conventional approaches,
which design source coding and modulation separately. A simple
channel distortion approximation is derived by applying a bit-
remapping scheme, which allows the power allocation to be
employed to further enhance the performance. Compared to the
joint source and channel coding with a binary phase shift keying
modulation system and fixed modulation with the one-to-one in-
telligent mapping system, the proposed system performs better in
a middle-range signal-to-noise ratio and low channel bandwidth.
The simulation is carried out on additive white Gaussian noise
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in [1]. There are two different extensions, i.e., the combined
source coding and channel coding and the combined source
coding and channel modulation.

In [2], joint source and channel coding is implemented
on three-dimensional (3-D) subband coding in conjunction
with conditional arithmetic coding, rate-compatible punctured
convolutional (RCPC) [5] codes, and the binary phase shift
keying (BPSK) modulation over the binary symmetric channel
model. This approach optimally partitions source and channel
coded bits to minimize the distortion measured as mean
squared error (MSE) between the original and received video.
In [3], an adaptive source-channel video coding scheme is
proposed that jointly chooses the source coding rate and the
level of protection quantified by the channel coding rate. Such
an approach works well for very noisy channels, where channel

channels. codes are required to combat channel noise. This approach
either increases the total bit rate or decreases the source bit
rate if the total bit rate remains fixed. Indeed, for wireless
communications, the channel bandwidth is the most precious
resource.
| In general, the second approach combines the source coder
' and modulator design by mapping the source quantization
ELIABLE image and video transmission over nois\odewords directly to the constellation points. In [4], combined
channels has been a great challenge in multimedia cogiihband signal decomposition and dynamic bandwidth alloca-
munication, especially for the transmission of large volumgon on 81-pulse amplitude modulation (PAM) transmission
data over unreliable and bandwidth-limited channels. In V|d$§ proposed_ The quantizaﬁon codewords of discrete cosine
conference applications, the bandwidth assigned to each usefdfisform blocks are one-to-one directly mapped to the channel
quite limited, and if a scheme can reduce the bandwidth usaggstellation. In [6], the authors employ a joint source coding
of each user while maintaining preferable quality, the originahd multiresolution (MR) modulation design that maps data
bandwidth can support more users. Therefore, developiggectly to the constellation and assigns the required power to
reliable transmission under a given bandwidth constraint hagch point. These two approaches have the same assumption
become an important research issue. For certain applicatigfgt the constellation size is decided by the cardinality of the
that contain several independent data streams of differe@furce quantization codewords. The modulation rate is equal
importance, one solution is the joint design of the source agglthe sum of codeword length of all the blocks in [4] and the
channel coder, as well as the modem for all data sets. It aigisdeword length of the current block in [6]. In the fine source
to allocate different bit rates for source and channel units gfjantization case, such an assumption results in a large size
different data sets to minimize the overall distortion under @ the constellation. This requires large transmitted power or
fixed bandwidth constraint. Such an approach can be viewgghnnel signal-to-noise ratio (SNR) to maintain the required
as an extension of the source bit-allocation scheme presenigderror rate (BER).

. . . _It comes to our attention that the aforementioned approaches
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the most important performance regions in practice, and yet we have to increasg&; ., which may yield larger channel
few approaches provided good solutions so far. No channel distortion.

codes are employed due to the low bandwidth constraint. WeTherefore, the system can adjust a subband’s distortion in
attempt to minimize the distortion in the mean square senseteyms of R, and {R; ,, R; .} for fixed R;. To make the
first decomposing the source data to subbands with differeffjustment simple and effective, the source coding and channel
perceptual importance [7] and constructing the source cod®yding should match the transmission requirements and the
and channel modulator to provide unequal error protectigfannel conditions as well as each other. Particularly, if the
(UEP) for different subbands. Then the MR modulation witfransmission bandwidth is limited, both the source coding
bit remapping allows the UEP to be applied to the codewogghd the channel coding should exhibit efficient compression
bit level. capability in addition to information protection capability. For

This paper is organized as follows. Section Il presenffoderate SNR and low bandwidth channel transmission, we
the motivation for combining source coding and modulatioflesign the system in three steps.
design. We derive the optimization function and discuss the
solution in Section Ill. Section IV describes the characteristiGS gaject Source Coder
and advantages of the MR modulation and bit-remapping )
scheme, while a specific computation of error statistics js'n 9€neral, the source coding removes as much redundancy

provided. We simplify the optimization problem in Section vTom the source signal as possible. A different number of
Section VI carries out the simulation on an additive whitduantization levels will yield different bit rates and distortions.

Gaussian noise (AWGN) channel as well as the comparisoH3€¢ guantized signal can be compressed using run-length,

to the approaches in literature. In Section VI, we conclugdithmetic, and Huffman codes [2], i.e., variable- or fixed-
this paper. length codes. For noisy channel transmission, fixed-length

codes show more robustness against transmission error com-
pared to variable-length codes, although they achieve less
Il COMBINED SOURCE CODING AND MODULATION compression. Variable-length codes have to rely on addi-
The combined source and channel coding approach igi@nal synchronization. If an error causes the loss of sequence
classical solution to noisy channel transmission and has betichronization, the codes after the error incident will be
studied extensively. Mathematically, it is equivalent to didost unless the sequence is resynchronized. Furthermore, the
tributing the given bit budget efficiently among a set oflistortion of fixed-length codes is much easier to measure than
given admissible choices of source coding and channel codihgt of variable-length codes. We use vector quantization (VQ)
to minimize the overall distortion. Some popular techniquagpresented in fixed-length codes in our design.
include channel matched source coders [e.g., channel matched
vector quantization (CM-VQ)] [8] and source coding withB. Select Channel Coding and Modulation

error-correcting codes [2], [3], as well as the intelligent source oo ahl i h | coding i fintellicent
and channel space mapping design [4], [6]. For subba oughly speaxing, channe! coding IS a process ot Intefigen

d q dat bined ¢ h -redundancy insertion that protects the source codeword against
ecomposed source data, combined Syslems Snow Promigifg, ne| pojse. Employment of channel protection codes is

pr((?)r(juired for very noisy channels, which exhibit more severe

tance which can be classified by variance, UEP for d'ﬁereeﬁannel distortion than source distortion. For channel SNR’s
subbands achieves better performance compared to equal TL[

tection. Combined svst hi UEP b lovina d &tler than about 8 dB, as in video-conference applications,
protection. &.omuined Systems achieve y employing 1aintaining video quality under low transmission rates be-
ferent source coding and channel coding schemes on differ es a common requirement. Thus, compression becomes a
subbands. Definé’ as the number of subbands generated ay ry important factor in both the source and channel coding
R; ; and R; . as the source rate and channel rate of subbaag

. . S ) ; sign.

; R, . N

b .r('aspecuvely. The Ot.)JeCt'.Ve Is to fin R B, fima .to Applying channel codes to BPSK modulation is not suitable
minimize the overall distortion under a fixed overall bit-rat

r r for transmissions at a low rate, since it induces redundancy.

. N N ’

constraint 32,y Ky = 3.;_y (Bis/Ric) = Fiudger- We  \ptijevel modulations offer different compression capabilitiesy

observe that the following inter- and intratradeoffs emsft. as well as different error protections. For example, with SNR

* Intertradeoffs:The subband ratels?; = (R;,./Ri,c)}L1  equal to 10 dB, QAM-16 modulation can compress the source
must be allocated efficiently. Subbands of higher imyata py a factor of four with an average BER equal to 0.0787
portance should have largeR; , and better channel gng the QAM-64 modulation by a factor of six with average
protection (smallerk;, .) and therefore largef;. This BER equal to 0.1525 [9]. For moderate channel SNR’s, coded
would result in lower source and channel distortion g8psk modulation may yield negligible channel distortion
subband:. On the other hand, less important subbandg,mpared to others. However, received data still suffer large
are assigned with smallét;, . and less channel protectiongjstortion due to small source rates. If employing multilevel
(larger R; ) and therefore smalleR;. modulations, channel distortion and source distortion will both

* Intratradeoffs:Even if R; is decided,R; , and R; . can exist. Compared to coded BPSK, the source rates will increase
still be adjusted to achieve a balance between source awithout changing the overall rate, which leads to a drop in the
channel distortion. For example, increasifiy ; yields source distortion as well as a drop in the distortion between
smaller source distortion, but to maintain the saRie two neighboring codewords. This may compensate the increase
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Fig. 1. Block diagram of the combined source coding and modulation based on subband decomposition system.

in error probability. Multilevel modulation also benefits fronof large size, such as PAM-81, QAM-128, etc. Instead, con-
the flexibility of adjusting the mapping from source codstellations of moderate size such as PAM-4 and QAM-64, are
to channel modulation code space according to the sousraployed. Therefore, source codeword length, is usually
characteristic. Considering the above advantages, we cholasger than modulation ratg; ., e.g., two for PAM-4, four for

to use multilevel modulation over the coded BPSK. QAM-16. In such a case, one codeword is mapped to several
constellation points instead of one. The one-to-one mapping
(one codeword to one constellation point) [6] and multiple-

to-one (multiple codewords to one constellation point) [4] are

After source coding, the input data is turned intoabitstrear;qot applicable here. We need a one-to-multiple mapping in
The modulator maps these binary digits into a set of corrgye proposed system.

sponding signal waveforms. The assignment of binary bits toTpq proposed system is shown in Fig. 1. The input image

waveforms or constellation points is essential to overall peg; yigeo is decomposed into several subbands of different
formance. Itis an interface that connects the source coding %ﬁ’)ortance and vector quantized. The indexes are represented
channel modulation together. One preferred mapping SCheme fixed-length binary codewords and mapped to a set of
is that the binary representations of adjacent constellatiggnstellation points at the modulators. The lengths of source
points differ by one bit, calledsray encoding The most qqewords and channel modulations are jointly chosen under
likely errors caused by channel noise involve the erroneoys qyerall bit budget. At the receiver, the reverse procedure is
selection of an adjacent constellation point to the transm'ttf)@rformed. Although no channel code is employed, the channel

constellation point. In such a case, the assignment leads to 0)lyse effect is reduced by a proper mapping from source code
a single bit errorGray encodingonly depends on the channeky hannel modulation space.

modulation, not source input. It aims to reduce the number of

erroneous bits but does not consider where the error happens.
If the input bits are of different importance, the mapping and

constellation should provide UEP to different bits and have theln this section, we present the proposed system struc-
capability to change the error performance flexibly. Randotare. After deriving the source and channel distortion as
mapping may cause severe performance degradation as shtvenfunctions of source and channel rates, we formulate the
in [4]. constraint optimization problem and develop a fast solution

In this paper, we consider the mapping from source codasing Lagrange multiplier.

word to constellation. For channels exhibiting moderate chan-Without a loss of generality, it is usually assumed that the
nel SNR, the transmitted power cannot support constellatiogsurce quantization error is orthogonal to the channel error and

C. Match Source Coding to Channel Modulation

I1l. THE OPTIMIZATION
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that the total distortion is the sum of the source quantizatidor each:. Using integer programmingone can obtain the

distortionD, and the channel error distortidd. [2], [3]. The
source distortion of subbandi =1 ... N is defined as

N -1

> D(en Q7 Q=) @

n=0

Di,s(Ri,s) =

where z,, is the input data numben, Qg (z,) is the
quantized xz,, at source rateR; ;, and Qg}s(xq) is the
dequantizedr, at source rateR?; ;. We also ’defineNi,S as
the size of subband and D(a, b) is MSE betweer: andb.
The channel distortiorD; . is determined by botl®; , and
Ri,c

Ni s—1

Di,c(Ri,sa Ri,c) = Z

Ni s—1

> PQr.(@0)|Qr; (2

Ri, cy Ri, S)D(xk7 xn)
2)

where P(alb; R) is the probability of receiving codeword
given the sending of codewoidfor modulation of rateR.

best selection of modulation and quantization for a given
Under the condition that the number of quantization rates and
modulation rates take on finite integer values, the exhaustive
search can be used. The optimalk the slope that maximizes
the cost functionW () defined by [11]

W()‘) = Min(Dtotal + )\Rtotal) - )\Rbudget (6)
which is a concave function of. The optimal\ can be found
using a fast convex searching algorithm.

IV. MULTIRESOLUTION MODULATION AND BIT REMAPPING

Choosing appropriate modulation with efficient power con-
sumption, high compression, and reliable error protection is a
crucial step in the proposed system. Among various multilevel
modulation schemes, the MR modulation [6] displays nice
properties. This section provides a brief description of the
MR modulation as well as a specific computation of error
performance. We also develop a bit-remapping scheme that
maps a single source codeword to multiple constellation points
to provide unequal error protection, in contrast to the one-to-

Due to the subband independence, the total distortion apide mapping in [6].
rate will be the sum of distortion and rate of all the subbands,

ie.,
M—-1
Dtotal = Z {Di,s +D7,(’}
=0
and
M—-1
Rtotal = Z Ri,s/Ri,c~ (3)
1=0

The objective is to find, given the bit budgéty,qge: to
code N independent subbands, the optird®; ., R; .},
to minimize the overall distortion
Min
subject to

Dtotal
Rtotal < Rbudget-

(4)

A. Multiresolution Modulation

It is well known that for the same transmitted power, mod-
ulations with different rates correspond to different minimum
distances and therefore have different error performance. Such
a property allows us to assign unequal error protection to
different subbands by varying their modulation rates. This is a
subband-level UEP. In addition, the binary codeword can be
arranged in such a way that the most significant bits (MSB'’s)
of a codeword are far more important than the least significant
bits (LSB’s). We can further improve the performance by
applying UEP to bit level.

It was shown in [12] that different error performance
exists inside the constellation, where different subchannels in
terms of bits at different locations of binary representation of
modulation points have different BER curves. This property
can be very advantageous because this UEP might remove the

The solution to the above constraint minimization problemeed for complex forward error-correction codes [12]. This

is similar to the one developed in [11]. Due to the additivity ohdvantage can be use to provide UEP to the bits of a source
the rate and distortion measures over independent subbardsleword. However, UEP only achieves better performance
the constrained problem can be converted into an equivaléman equal error protection if the error performances are
unconstrained problem by merging rate and distortion througksigned properly according to the source signal characteris-
the Lagrange multiplieh. Thus, the constrained problem turngic. The conventional modulation constellation [12] has the
out to be the minimization of the Lagrangian cost functiolimitation that the subchannel error performance is fixed.
J(\) given by Implementation of UEP by means of modulation design was
also presented in [13] and [14], where the constellation consists
of uniformly spaced signal points, which embeds the lower
rate constellation in a higher one. Inside each constellation
point, the bits that represent the lower rate constellation
receive higher protection than the bits that represent the
higher rate constellation. Similarly, the error performances are
It can be shown that for a giveh, the optimization can be decided by the constellation size. In [6], an MR modulation
solved for each independent subband [2], [11]. Therefore, ifor multiuser communications was developed. It is modeled
reduces to solving Mitk, , g, ) {Di,s+Di .+AR; s/R; .} as “clouds” of “satellites” points. Fig. 2 illustrates the MR

J(A) = Diotal + ARiotal

M—1 M—1
> (D, +D7¢,c)+A{ > Ri,s/Ri,c}. (5)

1=0 =0
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Fig. 2. Examples of multiresolution modulation constellation map.

modulation constellation of PAM-4, QAM-16, and QAM-64. Shift Register

PAM-4 is chosen over QAM-4 in order to provide UEP.

The clouds are represented by the MSB’s of the constellaton ./ m, | m, PAM-4

points. For example, QAM-16 has binary representation of V1234567 L T6) (543210

(ms mg my mo). (mg, my) represents the clouds and

(mq, mg) represents the satelliteg2 is defined as “intr-

acloud” distance, i.e., the minimum distance between two Direct Mapping
constellation points whose cloud bits are different, while

dl represents “intercloud” distance or the distance between

two neighboring constellation points sharing the same cloud 4207 lm,
bits. For given transmitted power and channel noise var——— PAM-4
ance,d2 and d1 decide the error performance of the cloud ©!23435¢7 Clya” mOF THED G E)

and satellite bits. Different noise immunities are assigned
to the information represented by clouds and satellites by
allocating the transmitted power and adjusting the distance
ratio . = d2/d1. If a single source codeword is mapped t&ig. 3. Bit-mapping schemes.
exactly one constellation point [6], the clouds will represent
the coarse information (MSB’s of this codeword) while the
satellites represent the detailed information (LSB’s of thighere m; is the cloud andm, is the satellite. Therefore,
codeword). the outputs of the modulator are (7, 6), (5, 4), (3, 2), and
MR modulation provides an easy and effective way t@l, 0). As such, bits 7, 5, 3, and 1 receive cloud-level error
adapt error performance of the information represented pyotection, and the remaining bits receive satellite-level error
different bits of a constellation. If source codewords argrotection. But this is not appropriate, since bit 6 is more
one-to-one mapped to a constellation, it is always true thaiportant than bits 5, 3, and 1. The problem becomes worse if
information represented by clouds is of higher importandg, is not an integer multiple ofz.. Transmitting codewords
than that represented by satellites. However, in the propossfdlength 7 @, = 7) using PAM-4, the outputs become
system, a single source codeword may be mapped to sevégals), (4, 3), (2, 1), (0, 6), (5, 4), etc. Here, bit 0 from the
constellation points, and therefore the above claim may fdiirst codeword is transmitted as the cloud bit and bit 6 from the
An example is shown in Fig. 3, where source rdlge = 8 next codeword as the satellite bit. Therefore, the transmitter
and channel rate?. = 2, implying PAM-4. The source has no control of which bit is transmitted as cloud or satellite.
codeword is described as bit 7 (MSB) through bit 0 (LSB)n the next section, we develop a new type of mapping scheme
Each constellation point of PAM-4 has a form @f.1, mo), to remove such limitation.

Bit Remapping
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Fig. 4. MR QAM-64 providing three levels of unequal error protection.

B. Bit Remapping — R. = mR; + n.
The objective of the mapping design is to minimize the Transmit without rearrangement.
channel distortion as follows: » Case Il: R, > R., one codeword is mapped to multiple
Given , e fee constellation points.
pluje’), w, v €, z, 2 € — R, = mR,.
find F:C— Q" F(z)={w, vz, ..., un} Divide source codeword consecutively & group,
which minimize the foIIowing each ofm bits, i.e., assign biR, — m to R, — 2m
to group 1 andR; — 2m — 1 to R, — 3m to
> P(|z)d( = > HP wilug)d(z', x)  (7) group 2, etc. Select bit; from group 1 to R.
x,2'€C z,2'€Ci=1 and form thekth modulation output. Define bit
where Q represents the constellation sé?,, is the m- i of group j as b]. The output constellation
dimensional vector extension 6f, andC is the set of source points are (B§b3 --- bg), (b6F - b7), ..,
codewords with cardinality off: . (brab, - bie).
Dynamic programming and simulated annealing canbe used — R, = mR. + n.
to find the optimal solution, which is difficult to find and Move n LSB’s to a temporary residue bit buffer and
computationally expensive. As shown in the above examples, transmit the leftmR. MSB'’s as a new codeword
bit order is essential in the design. We propose a simple bit- of length R, = mR.. Transmit the residue bits
remapping scheme that rearranges the bit order before sending after completing the transmission of all the new
to modulator [17]. This will map most MSB’s of a codeword codewords.
to clouds. Fig. 3 illustrates our scheme and the conventional scheme.
» Case |l:R, < R., multiple codewords are mapped to on&Vhen the important bits’ transmissions are delayed, or there
constellation point. is no time to transmit all the bits, the system can simply
— R. = mR, for integerm. ignore the residue bits if there are any. As can be seen, the bit
Define B/ as theith bit of codewordj, « = remapping changes the modulator outputs{ffiy = 8, R. =

- Ry, J =1---m. The Original bit order is 2} to (71 3)1 (61 2)1 (51 1)1 and (41 O)

L Lo ) X MR modulation proposed in [6] provides two levels of
(BRs—l " BoBRr,-1BR,—2 - Br,—1 UEP in terms of clouds and satellites. This idea can be
B§S_2 - BR - Bg’). applied to the constellation recursively to produce multiple
levels of UEP. MR QAM-64 providing three levels of UEP
is shown in Fig. 4. The binary representation of the con-
(Bi._1B% _1, ..., Bf _{Bg _, stellation points can be arranged such that the MSB's are

2 m 12 m always transmitted with equal or better error performance
Bx _o, B _,, ByBg, ..., Bj ) 3 ) )

compared to the LSB’s. Therefore, the proposed bit-remapping

This allows the clouds to carry as many codewordcheme can always map the MSB’s of the codewords to the

MSB’s as possible. MSB’s of the constellation points to achieve better protec-

Rearrange to
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tion. It can be applied to all the modulation types, if the In general,P(a|b; R., R,) is computed as
binary representations of the constellation point are arranged Pla|b; R, R,)

properly.

C. Error Performance Computation

The channel distortion defined in (2) relies on the

computation of codeword error probabilif(a|b; R., R;).

Since a single codeword is mapped to several constellation
points if the source rate is a multiple of channel modulation

rate, the codeword error probability is then a product of

the symbol error probability. For example, if MR PAM-4 is

employed
P(alb; 2, R,)
(k—1
Hpg((a2k72i71a2k72i—2)|
7=0
_ (bar—2i—1bon—2i—2)) R, =2k
=93 k-1
H P2 ((azr—2ia21—2i—1)|
:=0
{ (bar—2i—1b2r—2i-2))p;(aolbo) R, =2k+1
(8)
wherea; is theth bit of codeworda. And
E
v <F0>’ ag # bo
Py (aolbo) (9)

r m

Hpg‘ic (FRe:Be ()| PR Be (b)),
=0

R,=m- R,
Hpg‘ic (FRerBe ()| FRo> Be (b))
=0

‘PR. (FRS’ Re (@)1 |FRS’ Re (B)m+1),
\ R,=m-R.+n

(10)

whereF'2s: B« (), is theith constellation point that codeword
a being mapped to and%:: = (a),,, ., represents the residue
bits. We define

l n—l1
pr.(zly) = (pr") (1 —pf")
if x, y differ in [ bits.
In such a way,P(alb; R., R;) cannot be represented as
a close function of poweE, channel modulation rat&,., or
source rateR,. Therefore, the optimization has to compute
the P(a|b; R., R,) for all the codewords in order to derive
the corresponding channel distortion. To seek the Heést
and R, integer programming can be used. However, power
allocation cannot be achieved. Therefore, in the simulation, we
distribute the transmitted power evenly on all the subbands to
be transmitted.

(11)

V. SIMPLIFIED DISTORTION ANALYSIS

To compute the channel distortion defined in (2), we have
to go through all possible codewords and compute the symbol
error probabilities, which requires extensive computations. In
this section, we will show that by applying bit remapping,
the channel distortion can be approximated as the sum of the
distortion caused by corrupted satellite bits and cloud bits. This

wherep?(E/Ny) is the averaged bit error probability of PAM-will not only decrease the distortion computations dramatically
4 andp?(.) is the symbol error probability of PAM-4. Whenbut also allow the power allocation to be employed to further

R, is an odd number, there is a residue it the LSB of

improve the performance.

codeworda. It is transmitted separately to ensure the MSB’s After applying bit remapping, the bits of a source codeword
of the codeword being mapped to the clouds.

are mapped to cloud bits and satellite bits. We classify the
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Fig. 7. Symbol error-performance comparison.

residue bits to satellite bits. For codewords of length,, the  Similarly, P?(R; .) represents the probability of receiving
number of information bits carried by the clouds in an MRrroneous satellites anB*(R; .) represents the probability

modulation of rateRz; . is computed a’ig, _ &, ) of both the received clouds and satellites’ being corrupted.
Assuming thatP*°(R; ) is negligible compared to the others;
(0, Ri >R s (2) can be approximated as
0, BPSK D; (Ri s, Ri o)
R; Nis—1 (Cr;, .. Ry ) Ny o—1
C . . = ? , XPAM 12 i, s iy e s i s
(Ri. s Ric) R;. 2 3 > 8 (2, 1) P°(Ri o, B
2Rz s n=0 m=1 k=0
== XQAM. c a
\ B . (1= PY(R; ., B))" % %07 D,y ap,)
In other words,C(g, .. r, ,) MSB’s (referred to as CMSB's Risa=Clry, oomy ) Nyjo—1
below) of each codeword are mapped to the clouds and + Z Z 67 (Xn, Tk)
R; s — C(r, . r, ,) LSB’s (referred to as CLSB’s below) to m=1 k=0
the satellites. It is equivalent to transmit these two types of - P*(R; ., B

bits through different subchannels. Fig. 5 shows the equivalent
transmission systems. It was shown in [18] that different trans-

mitted power and bit rate can be assigned to the subchannels
to achieve unequal error protection. We defiR&R; ., E) - D(xn, 1) (13)
as the probability of the received cloud bits’ being corrupted.

(1= P*(R;,., E))fieCln om0~k
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Fig. 8. PSNR versus SNR performance for frame Bafesmarsequence using (a) Method A with= 2.0 and (b) Method B withu = 1.2.
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Fig. 9. PSNR versus SNR performance comparison of complex and approximation approach.
where from Fig. 2, we can compute the symbol error probability as
8 (20, 1) follows:
B {1, if Qr. .(%n), Qr, (z1) differ in m CMSB’s ;
= s "
) 0, otherwise p8(01|00) :Q< o\ )
6}71(37717 xk) 0
{1, i Qr (#a), Qr, (xx) differ in m LMSB's p(10]00) :Q< pd ) _ Q(M)
~ 10, otherwise. 2N V2Ng
2p+1)d
a4 pe(11100) =@ 212 DL), (15)
2Ny

A. Cloud and Satellite Error Performance _
We represent/l andd2 asd and ud, respectively. Therefore,

We will compute cloud and satellite error probability in thigne probability of a cloud bit's being corrupted given trans-
section. We also provide numerical comparisons between fg:| of point 00 is approximately, (10/00) + p,(11]00) =

MR modl_JIation and the commonly u_sed modulation. The latt@}(ud/\/W). The average error probability of the cloud bit is
is a special case of the MR modulation where- 1. Although

# # 1 is not optimal in terms of averaged symbol error
probability, it can provide unequal error protection flexibly. P A 1Q<“_d> (16)
Assuming transmittal of constellation point 00 using PAM-4, 2

V2N
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The average error probability of the satellite bit is number of nearest neighbors in terms of satellite bits and cloud

. d 1 1+ 2)d d bits, respectively.
P’ < Q< ) ~3 Q<u> < Q<—> (17) For xPAM modulations, there ate = 2%:. <! constellation

-~ 2o 2o V2ho points in each direction. Among points, L — 2 points have
Similarly, for QAM-16 two nearest neighbors in terms of satellite bits and two points
. NQ(N_d> only have one; therefore
V2lo K 2L —2)+ 2
’ Re=Tn
"< = ) 18

In general, for average symbol energy we can represent g, xQAM, assume that in eaclh and @ direction, the
the BER of clouds and satellites as shown in (19) and (Zo)r‘?ﬁmber of points isL; and L, respectively. There are

the bottom of the pageis, () and K%, (.) are the average (Lr —2)(Lg — 2) points with four nearest neighbors in terms

Pe Rz 67E ~ c I“Ld c 3 E
( ’ ) KR{,CQ< 2N0> = KRZ',(‘ <I“L9;37p V 2—]\70>’ Ri,c >1
d

PS(R7‘,7C, E) ~ (lg)
o -9 ) ke o (BN oo
Rie 2N0 Ri, e R; . 2N ? T, C
where
r 2, BPSK
4
2R o2 _ 17 PAM
(et 2femt =12 4 S
2
.. = oRie—2 _ 1’ QAM and evenr; . (20)
aR;,.—2/2—1)2 4« =4
(p+ )2+ 5
2
13 . 2R7‘,C—3 _ 4 9 QAM and OddRz7c
L N+3-2Riwc—3/2_2)2+T
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Fig. 11. PSNR versus SNR performance comparison of different systengafesmanmage using Method B at (a) 1.0, (b) 0.5, (c) 0.4, and (d) 0.3 bpp.

of satellites2(L; —2)+2(Lq —2) points with three neighbors, while K is approximated similarly
and four points with two neighbors. It follows that ’

0, BPSK
. e 227 PAM
Kk, . Kg, . 4.2 (Ric/2) QAM with evenR; .
AL —2)(Lg—2)+3(2(Lr —2)+2(Lg —2)) +4 3.2-((F:o=1)/2) - QAM with odd R; ...
- Lilq (24)
1 1
=4- 2<L_1 + Z) (22) We compare the cloud and satellite error performance

at different 14, as shown in Fig. 6. The averaged symbol

error probability is sketched in Fig. 7. As can be seen, the
If R; . is an even integetl.; = Lo = 2(%.-=1/2 If R; .is error-performance difference between the clouds and satellites
odd, L; = Lg/2 = 2(%.-=3)/2_ Upon this, we get increases ag increases. Clouds receive higher protection by
trading off that of satellites. As a result, the averaged symbol
error performance degrades.

1, BPSK
, 2 4.9 Ric PAM o o
Kr.=34_3. 2~ (Bic/2) QAM with evenR; . B. Distortion Approximation
4—6-27((Re=1)/2) - QAM with odd R; . The above approximations can be used to simplify the

(23) optimization problem. Making the assumption tt/at(.) and
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Fig. 12. PSNR versus SNR performance comparison of different systemSalesmanvideo sequence using Method B at (a) 1.0, (b) 0.5, (c) 0.4,

and (d) 0.3 bpp.

P?(.) are small enough such that

Pe()* =0
(1-Pe()~1

we reduce (13) into
D, .(R; 5. R; ., E)

This simplification removes most symbol error-probability
computations. In addition, it allows the system to allocate the
transmitted power efficiently to the subbands rather than using
an equal amount of power. The optimization is defined as

and P°()* =0
and (1-P*()r=~1 k>1

N
Min Dtotal = Z Di,s(Ri,s) + Wc(Ri,sv Ri,c)
=1

Ni =1 N; o—1
~ Yy 8 (2, w3)P(Ry, oy B)D(2p, x) . " E;/l;
n=0 k=0 KR?’,CQ ueRi,c 2N,
Ni s—1 N; s—
: (R Ei/l;
+ Z 61($n7 xk)P (Rz,ca E)D(.’Ijn, xk) + WS(RZ‘7S, R%C)K}% Q 9;% /
n=0 k=0 e e 2Ny
=WER; s, R c)P°(R; ., E)
+ W (R;, s, Ri c)P* (R, E) (25) subject to
whereW<(.) is the averaged distortion of a single erroneous N N
source bit mapped to cloud afd®(.) is the averaged distor- li = Ruudget Z E; < Er - Rpudget (26)

tion if error happens to a codeword bit mapped to satellite. i=1 i=1
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Fig. 13. (a) PSNR versus SNR performance comparison of proposed system and intelligent mapping system at different rates. (b) PSNR versus SNR
performance comparison of proposed system (1.0, 0.5, 0.4, 0.3 bpp) and joint source and channel coding system (1.0 bpp).

where Er is the averaged transmitted powdt;/l; is the function of A, > 0. The optimal), satisfies

average transmitted power per constellation point, with
N

= jz f;zs 27) ; E;(A2) £ Er - Bhudget- (32)

where S; and d; represent the size and VQ dimension of The optimization consists of three levels. The first level
subbandi, respectively. finds the optimal R; ., R; }Y, andE;(R; ., Ri s, \2), in
The optimization is solved by applying a Lagrange multiterms of minimizing (28), for giverm\; and A,. The second
plier Py (A1, A2). For a given{A;, Ay), it is turned into the level seeks the\; that yields minimumD;,., and satisfies
optimization for each subband data bit constraints for a giveh,. The third level finds the
. optimal A, in terms of transmitted power constrap},_;, N <
Min Wi(X) = Di.s + Die+ Aili +X2Bi. - (28)  ErBiuager

Differentiating with respect td&;, we get
VI. SIMULATION RESULTS IN AWGN CHANNEL

We(R; ., Ri K k... In the simulation, we use a subband-based encoder oper-
’ ’ " V2Eil; No ating in “intraframe only” mode, which aims to prevent the
Ei(uegi C)Q . error propagation. The image is a two-dimensional subband
exp —T]VO) +WR; ., R, ) decomposed using Daubechies 16 wavelet filters, while every
two consecutive video frames are 3-D subband decomposed

KRi,C42 E, 17 N X 41; No) wavelet filtering in spatial domain. Targeted average bit rates

. 0. E;i(6%, )? [15], [16] together using Harr filtering in time domain and
Pl | =22 (29)
range from 0.3 to 1.0 bpp. For tt&alesmarmage and video

Define sequences with a frame size of 360288, these correspond
to 31104-103 680 bits/frame. The peak signal-to-noise ratio
Pfar, as, 41, o3 (W) (PSNR) is used to measure the quality of decoded frames.

1 Fw Fw The source quantization for the lowest subband, which

Voo [O‘lﬁl eXp <_T> + onff exp <_T>} represents the dc component, is different from the other
(30) subbands. We use two sets of methods in the simulation:

* Method A: uniform quantizer on lowest subband and tree

which is monotonic forw > 0. For a givenX,, we have search vector quantization of four dimensions on other
(31), shown at the bottom of the page, which is a monotonic subbands;

Ei(A) =0} (A), i=1---N. (31)
{VI/’C(R{,S,RZ-,C)K%Z_ WERL LR R (/G Napbly 1/ N8, }
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@ (b)

(d)
Fig. 14. Comparison between (a) and (c) proposed system and (b) and (d) fixed BPSK modulation system=ail SNR.

* Method B: Lloyd quantizer on lowest subband and fulwhich is of our interest, there is a higher PSNR difference,
search VQ of four dimensions on the other subbands. given the different source rate, although here the video is

The available modulations are BPSK, MR-PAM-4, MR-QAMbecoming perceptually objectionally corrupted.
16, and MR-QAM-64, as illustrated in Fig. 2. We simulate Fig. 9 compares the complex and approximation approach.
the system by using the distortion computation described 4 can be seen, distortion approximation with equal power
Section IV-C, referred to as the complex approach, and Bistribution performs nearly as the same as the complex
using distortion approximation in Section V, the approximaapproach. This further proves that the channel distortion is well
tion approach. In the complex approach, transmitted powerapproximated. Power allocation allows the error performance
distributed equally among the subbands to be transmitted. Forbe assigned more efficiently to the subbands according
comparison, we derive the results for both equal power at@l their perceptual importance. It then achieves 0.4-2 dB
power allocation using approximation approach. performance improvement. The improvement increases as the

We use one frame from th&alesmansequence as ansource rate increases.
image example. The PSNR versus channel SNR performancé&ig. 10(a) shows the impact of factaron the performance.
is shown in Fig. 8 using the complex approach. When ths in distortion analysis (25); controls the error perfor-
channel SNR is less than 5 dB, the performance differencgnce of the clouds and satellites, and therefore the error
for different source rates is small. Since the noise effect @rformance of MSB’s and LSB’s of source codewords. Note
large, only BPSK is employed. Increasing source rate wihatd = 6% C\/E and 6% is a monotonic function of.
decrease the source distortion. However, it may increase thereasingy results in smallerd for fixed £, and therefore
channel distortion at the same time. As a result, the overaibre difference between the error performance of clouds and
performance will not improve much. In the middle SNR rangesatellites. The optimal, depends ori¥*(.) and W(.). For
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fixed transmitted power, largéi’<(.)/W?#(.) requires larger the comparison in very low SNR scenarios, such as 1-8
. Or equivalently, the selection of. is source oriented. dB, we also plot the performance of the joint source and
Therefore, different subbands are associated with differaesftannel coding system with RCPC code on tBalesman
. However, this introduces extensive computations as weldeo sequence [3]. Fig. 13(b) illustrates that for very low
as an increased complexity at the transmitter/receiver. FBNR (below 6 dB), using channel coding with BPSK generates
simplicity, we choose to fix. throughout the transmission of apreferable results. When the channel SNR is above 6 dB,
single image or video sequence. As shown in Fig.;16; 1.2 the proposed system shows great improvement by assigning
achieves better performance than= 1.0 and . = 1.5. modulation at different rates to different subbands. It also
We plot the PSNR performances of the proposed systeows that the proposed system can achieve nearly the same
using direct mapping, bit remapping, and the optimal mappingerformance at much lower rates for some higher SNR values.
shown in Fig. 10(b). Direct mapping takes the bits consectlihe above two comparisons further prove that the proposed
tively and maps them to the constellation points. The optimaystem is most suitable for channels exhibiting medium (8-22
mapping is obtained as the optimal solution of (7). As can ls#8) SNR values and low bandwidths.
seen, the bit-remapping system performs nearly the same as
the optimal mapping system and is about 0.2-1.6 dB better VII. CONCLUSION
than the system without mapping design, particularly in the
middle SNR range.
To demonstrate the advantage of combined source codlR

and channel modulation design over the separate designs, | The flexibility of bined di d
compare the proposed system to the fixed modulation syste annet errors. 1he fiexiility ot combined source coding an
élnnel modulation design as well as various compression

In the fixed modulation systems, the subbands are transmltF%/abilities and UEP of multilevel MR modulation were

We have proposed a combined source coding and channel
dulation scheme for image and video transmission over
y channels that is simple, efficient, and robust against

using the same modulation, and the rate allocation is a Ii% . . .
9 bp utilized. The proposed bit-remapping scheme allows the

to the source rate. Therefore, the source coding and cha B's of a source codeword to be manped to the cloud bits of
modulation are designed separately. We do not use po bp

allocation to make clear the advantage of joint design ov: modulation as much as possible; thus the MSB's receive

r : . . : :
separate design. The corresponding image and video resﬁﬁger protection than the LSB's. We derive a simple opti-

e shown i Fige. 11 and 12. As can be seen, in genellL 2107 1CLon atcan employ e slocatn o e
when the channel SNR is less than 8 dB, the proposed systgrP P ) y b 9 y

has the same performance as that of the BPSK modulati glter than other s_chgmes proposed in the literature on the
. ; . . GN channel exhibiting moderate SNR and low bandwidth.
system, since the only suitable modulation for this low SN

range is BPSK. As the channel SNR increases, the channglmpared to_conventional schemes, the proposed scheme

error is negligible for some modulations. For example Whenneeds three or four modulators/demodulators. Since we use
i ' common modulations such as BPSK, PAM, and QAM, which

the channel SNR equals 10 dB, the BER of BPSK is fairl . ; . . ;
%re quite the same in terms of implementation, the increase

small. Selecting BPSK to transmit all the subbands results o -
. . . . -In complexity is negligible compared to the performance
in large source distortion, although the channel dlstorthn rovement
is small. On the other hand, transmitting all the subban gp '

using PAM-4 will induce large channel distortion. In such
a case, assigning BPSK to some important subbands and
PAM-4 or modulation with higher rate to others may achieved1] Y. Shoham and A. Gersho, “Efficient bit allocation for an arbitrary set

better performance. Such assignment aims to compensate the g‘;q‘ﬁ’}geﬁggESEeEta”lSéSABCO“St-' Speech, Signal Processing, 36,
increase in the channel distortion by reducing the SOUrCR] G. Cheung and A. Zakhor, “Joint source/channel coding of scalable

distortion. We employ MR modulation and bit remapping in  video over noisy channel,” iroc. Int. Conf. Image Processing996,
both the fixed modulation systems and the proposed systegg] pp. 767-770.

o . " M. Srinivasan, P. Burlina, and R. Chellappa, “Adaptive source-channel
Examining the visual quality of the proposed system and  subband video coding for wireless channels, Piroc. 1st IEEE Work-

the BPSK system from Fig. 14, the images generated by th[g jhﬁﬂp 'I\_/lulti_Tedig ?iggalRPfociesdsiqBRrirécetfn, NJ, June 1997-t, ,
. . . M. Lervik and T. A. Ramstad, “Robust image communication using
proposed system are clearer and more detailed, with Only a] subband coding and multilevel modulation,” Rroc. SPIE VCIP'96,

negligible number of defective points. It can be concluded that 1996, vol. 2727, pp. 524-535.

the proposed combined source coding and modulation Syste[ﬁi J. Hagenauer, “Rate-cc_)mp_atible punctured convolutional codes (RCPC
codes) and their applicationsJEEE Trans. Commun.yol. 36, pp.

performs substantially better than fixed modulation systems, 3g9 309 apr. 1988.
especially at low transmission bandwidth scenarios. [6] 1. Kozintsev and K. Ramchandran, “Multiresolution joint source-channel

We also compared the proposed system to the other two coding using embedded constellations for power-constrained time-
varying channels,” inProc. Int. Conf. Image Processing,996, pp.

existing approaches [3], [4]. Fig. 13(a) compares the proposed 2343_2346.
system with the one-to-one mapping system of [4], in term§7] J. W. Woods and S. D. O'Neil, “Subband coding of imagef£EE

of PSNR versus SNR curve for the 532 512 Lena image I;e;rés Acoust., Speech, Signal Processimj, 34, pp. 1278-1288, Oct.

coded at 0.5 and 0.4 bpp. For channel SNR'’s ranging from 1] N. Farvadin and V. Vaishampayan, “Optimal quantizer design for noisy
to 24 dB, the proposed system shows a better performance. gha”“ellsfi An aﬁﬁfoaCh ItO ;;mbiniglsogge fgg;haf‘ne' codEEigE

. rans. Inform. Theoryyol. 22, pp. —470, .
When the channel SNR is above 24 dB, the propqsed syste[gj J. G. ProakisDigital Communications3rd ed. New York: McGraw-
saturates due to the upper bound on source coding rate. For Hill, 1995.

REFERENCES



838

(20]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 9, NO. 5, AUGUST 1999

K. J. Ray Liu (S'86—-M'90-SM’'93) received the
B.S. degree from the National Taiwan University,
Taiwan, R.O.C., in 1983 and the Ph.D. degree from
the University of California, Los Angeles, in 1990,
both in electrical engineering.

Since 1990, he has been with the Electrical Engi-
neering Department and Institute for Systems Re-
search, University of Maryland at College Park,
where he is an Associate Professor. During his

G. Ungerboeck, “Channel coding with multi-level/phase signdBEE
Trans. Inform. Theoryyol. 18, pp. 55-66, 1982.
K. Ramchandran and M. Vetterli, “Best wavelet packet bases in a raj
distortion sense,lEEE Trans. Image Processingol. 2, pp. 160-174,
Apr. 1993.
W. T. Webb and L. Hanzdylodern Quadrature Amplitude Modulation,
Principles and Applications for Fixed and Wireless ChannelNew
York: Pentech and IEEE Press, 1994.
L. F. Wei, “Coded modulation with unequal error protectiohEEE
Trans. Commun.yol. 41, pp. 1439-1449, Oct. 1993. sabbatical leave in 1996-1997, he was a Visiting As-
A. R. Calderbank and N. Seshddri, “Multilevel codes for unequal err¢ N sociate Professor at Stanford University, Stanford,
protection,”|[EEE Trans. Inform. Theoryol. 39, pp. 1234-1248, July cA. His research interests span various aspects of signal/image processing
1993. A _ _and communications. He has published more than 160 papers, of which 60 are
D. Taubman and A. Zakhor, "Multirate 3-D subband coding of video,j, grchival journals and book chapters. He is an Editor ofkernal of VLSI
IEEE Trans. Image Processingol. 3, pp. 572-588, Sept. 1994.  gigng| processing Systerasd the Book Series Editor of a Marcel Dekker
C. I Podilchuk, N. S. Jayant, and N. Farvardin, “Three-dimension@yies on signal processing. He is a co-editorHgh Performance VLSI
i;gbigg c'(:)dkljnglgggldeo,lEEE Trans. Image Processingpl. 4, pp. Signal Processing, Volume I: System Design and Methodalagyolume II:
H Z_hend aned K J R. Liu, “Image and video transmission over WireleéAslgorithr.ns’ Architect_ures, and ApplicatiofSew _York: I.EEE Press, 1998)'.
cHanneI' A subba.nd.moaulation approach.” [EEE Proc. Int. Conf Dr. Liu has received numerous awards, including the 1994 National
Image F;rocessingChicago IL Oct. 1998 ’ o ’ Scie_ncg Foundation_ Young Investigator Award; the IEEE Signal Processing
_/Robust image and video ransmission over spectraly shapPCQ) %0 L VAL AR ReR BTG 0 CRERE e on
channels using multicarrier modulatiolEEE Trans. Multimediayol. and the 1995-1996 O?Jtstanding Systems Engineerin% Facul%y Award in
1, no. 1, pp. 88-103, 1999. recognition of outstanding contributions in interdisciplinary research, both
from the University of Maryland. He has been an Associate Editor of IEEE
TRANSACTIONS ON SIGNAL PrROCESSING He was a Guest Editor of special
issues on “Multimedia Signal Processing and Technology” of thecBepINGS
Haitao Zheng received the B.S. degree from Xian oF THE IEEE, a Guest Editor of a special issue on “Signal Processing
Jiatong University, Xian, China, in 1995 and thefor Wireless Communications” of the IEEEOURNAL ON SELECTED AREAS
M.S. degree from the University of Maryland, Col- IN CommunicaTions, and the Chair of the Multimedia Signal Processing
lege Park, in 1998, both in electrical engineeringTechnical Committee of the IEEE Signal Processing Society.
She is currently pursuing the Ph.D. degree at the
University of Maryland.
From 1994 to 1995, she was a Member of the
Video Technology Institute, Xian Jiaotong Univer-
sity. From 1995 to 1998, she was an Institute
for System Research Fellow at the University of
Maryland, College Park. Her research interests in-

clude multimedia communications, multicarrier modulation, and wireless
communications.

Ms. Zheng received the 1998-1999 George Harhalakis Outstanding Systems
Engineering Graduate Student Award from the University of Maryland in
recognition of her outstanding contributions in cross-disciplinary research.



