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Data Compression for Light-Field Rendering

Marcus Magnor and Bernd Girod

Abstract—Two light-field compression schemes are presented. coding using spherical functions [5] have been applied to
The codecs are compared with regard to compression efficiency |ight-field compression. Compression ratios below 30:1 have

and rendering performance. The first proposed coder is based on pae achieved, allowing only a fraction of the image set needed
video-compression techniques that have been modified to code thef hiah lit deri to fit into | | Much
four-dimensional light-field data structure efficiently. The second 10F N1g@n-quality rendering to it into local memory. Viuc
coder relies entirely on disparity-compensated image prediction, higher compression rates are still needed to transmit light fields

establishing a hierarchical structure among the light-field images. in acceptable times, e.g., over the Internet.

Coding performance of both schemes is evaluated using publicly  |n this letter, two schemes are presented to compress light

éﬁ?ﬂa?éié;gﬂtrzﬁffvfr Sﬁgttr\;fetgr’] i(s)o"‘.’i”aiz rze(?(l)-(\)l\{clrlddesceir:ﬁr? fields more efficiently, both for transmission and rendering on
on re?:onstruction qualit))// and light-field scene characte}istifs. gstandard. hardware. The V|d§o compreSS|on-ba§ed coder, as \(vell
as the disparity-compensating codec, are designed to provide

high compression ratios at medium to high image reconstruction
qualities. The first coder presented has only modest memory
I. INTRODUCTION requirements and features fast decoding of recorded light-field
HREE-DIMENSIONAL (3-D) scenes are generally visuSegments, achiev_ing interagtive rendering rates, whilf-z the. dis-

garlty-compensatlng coder incrementally refines the light field

alized using conventional two-dimensional (2-D) display ™~ . ) o ) e : )
technigues. Rendering photorealistic 2-D views of 3-D objec 4irng decoding and predicts intermediate (missing) light-field

at interactive frame-rates is therefore a vital aspect in 3-D vidHBagehS’ e”[‘af“i!”g renderlrlwg ?u(?lflty. tBOth cotc:]e? :?tre,t-(:'lsrgr-
technology. 3-D rendering commonly relies on geometry d on characteristics are evaiuated for two synthetic fight TIelds

scription, texture information, and illumination specifications&.md one light field of a real-world object.

Rendering quality, as well as frame rate, are determined by
model complexity and computation time spent on simulating
global illumination effects. Trading off rendering frame-rate The transparent space around an illuminated object is filled
versus image quality is often inevitable, and 3-D geometwyith light reflected off the object’'s surfaces. THight field
acquisition from real-world objects can prove problematic fan be sampled by recording conventional images of the ob-
surfaces are not well defined (e.g., hair, fur, smoke). ject from many viewpoints. In [1] and [2], the recording po-
Light-field rendering (LFR) has been proposed as an altesitions of these images are arranged on a plane in a regular
native rendering technique [1], [2]. A set of conventional 2-[@rid, parameterizing the light field as a 2-D array of 2-D im-
images is used to render arbitrary views of a static 3-D scerges (Fig. 1). For photorealistic rendering, an object’s light field
The images capture the light distribution, light field, [3] must be sampled densely enough such that maximum parallax
around the scene. Neither scene complexity nor illuminatigdisparity) between adjacent images does not exceed one pixel.
effects influence rendering frame-rate. Because 2-D images €iherwise, aliasing occurs, and if images are interpolated [1],
be taken from any object, no constraints on scene content apiplyrred rendered images result. The number of images required
in LFR. Rendering quality depends solely on the number of ine guarantee less-than-one-pixel disparity between adjacent im-
ages available. Unfortunately, LFR requires tens to hundredsagfes is proportional to the images’ resolution. Simple geomet-
thousands of images to ensure photorealistic rendering resuital considerations show that to accurately sample the complete
from any viewpoint. Compression is necessary to transmit thight field of a scene with, e.g., 256 256 pixel images, more
data, as well as to fit all information into local memory duringhan 200 000 images are needed; the attempt to acquire criti-
rendering, while fast access to arbitrary light-field segmentsdally sampled light fields is futile. Thus, physically recorded
crucial to enable interactive rendering rates. light fields always constitute only a sub-sampled representa-
This letter is concerned with the compression aspects tain of the complete light-field information. But even sub-sam-
LFR. Vector quantization [1], DCT-coding [4], and transfornpled light fields may contain many thousand images to achieve
decent rendering results, still yielding several gigabytes of im-
Manuscript received March 15, 1999; revised September 30, 1999. This pal ry. Data compression remains a fundamental issue for any
was recommended by Guest Editor Y. Wang. ight-field rendering application.
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Fig. 1. The light-field data structure resembles a 2-D array of 2-D images; the V-coder selects some light-field images to bérdoaled agnages that serve
as reference images for coding the remaining images, the predictBdinaages The P-images are subdivided into blocks, and each block is coded using one of
eight different block-coding modes which make use of nedriyages for prediction.

The second codec described in this letter has been designed to TABLE |

i i ity- i i icgj i OVERALL DECODING TIMES TO ACCESS ANDRECONSTRUCT
provide d.|spar|ty cqrr_]pensated |ntermed|atg (missing) images, A 16 X 16 XEL BLOCK (MEASURED ON AN SGI-O2
augmenting the originally recorded light field by additional WORKSTATION, 175 MHz, R 10000 CPU)

in-between images to enhance rendering quality.

lIl. V IDEO COMPRESSIONBASED LIGHT FIELD CODING Coding Mode 1t (@=2) t(@=5) t(Q=31)

The first coder extends the approach taken by video-com- INTRA 36 s 289ps 21548
pression schemes to the 4-D data structure of light fields: the
light-field images are divided into blocks, and each block is
coded using one out of several block-coding modes. The coding DISP & RES 459 ps 359 ps 339 us
mode for each block is selected separately. The proposed codec

NODISP & RES | 439 us 338 us 308 us

) AVG & RES 700 g 616 57T

will be referred to as th¥/-coder[6]. e e e
As is commonly done in video coding, all light-field images CLOSEST 218 s

are first transformed to YUV color space, and the chrominance )

signal components are downsampled by a factor of two in hor- NODISP 174 ps

izor_ltal and vertical _directions. The cpding_ process starts by se- DISP 293 1s

lecting a number of images from the light-field array to be coded

as intra or/-images These are compressed exploiting solely re- AVERAGE 454 ps

dundancy within the images using the block-based discrete co-
Slr_]e transform (DCT) a_md coefficient quant_lza“_on' B_y Sel_eCtlng Decoding times of the first four modes depend on the DCT quantizer param-
I-images evenly _dlsmbUted Ov_er the entire light-field Imag&er@ because the number of DCT coefficients for residual-error coding varies
array, the set of -images constitutes a subsampled represej, 0.
tation of the recorded light-field image set (Fig. 1).

I-images serve as reference for coding the remaining
light-field images, the predicted dP-images The light-field disparity needs to be coded. Additionally, sevdrainages are
data structure exhibits favorable characteristics that can ®éilable to serve as reference to prediét-amage. The use of
exploited for P-image compression. When comparing twdnultiple reference images enhances coding performance and is
adjacent light-field images, a point on the surface of the delosely related to multi-frame prediction in video coding [7].
picted rigid object often appears in both images, but at differentThe P-images are divided into square blocks of £616
positions. This displacement is the point’s paralladisparity. pixels. Eight block-coding modes have experimentally been
From known image recording positions, the dispadiitection found to efficiently exploit light-field characteristics over a
between two images can be inferred, and only the amountwile range of target bit rates.
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1) CLOSEST: A 16x 16 pixel block is copied from the
nearest/-image with no disparity compensation (resem- COJ”SiderEd
bling P-frame prediction in video coding from the pre- mage
ceding/-frame with no motion vector).

2) NODISP: Similar to the CLOSEST-mode, but any one of
the referencé-images can be specified for compensation.

3) DISP: A referencd-image is specified, and a disparity-
shifted block is copied (similar t&-frame prediction in

Neighboring
<— Images

&

video coding). , , Blocl:TaDgi’gl;Salrity
4) AVERAGE: From all referencé-images, the blocks cor- Neighboring Map

responding to no disparity shift are averaged (similar to ~ '"2¢%% ™

B-frame prediction by averaging with no motion vector).
5) RESIDUAL ERROR:_ For the AVERAGE) _NODISP’ a-ﬂdFig. 2. Alight-field image’s disparity maps is estimated by comparing image
DISP modes, the residual error can additionally be DCbtocks with neighboring images: for each block, different disparity vadtase

coded Ieading to three more modes to code an imagléted. The corresponding blocks are extracted from the neighboring images,
block ’ eraged, and the distortion (SSE) to the original image block is calculated.

6) INTRA: If the block cannot be predicted well from sur-

rounding I-images, theP-image block is DCT-coded, Reference Images’
Disparity Maps

Reference Images

i.e., without reference to anirimage.

The block-coding modes have different operational rate-di:
tortion characteristics. INTRA-coding a block generally
requires the highest bit rate, while for the CLOSEST an
AVERAGE modes only the mode itself needs to be specifieEstimated

The rate-constrained optimization problem of which codin«DiiAp;g“Y "‘
mode to choose for each block can be elegantly solved usi

the method of Lagrangian multipliers [8] n n
g, 1D AL

For each block. all coding modes= 1. ---. & are considered Fig. 3. Disparity compensation is performed by first estimating the target
! ’ ! ' image’s disparity map. The estimated disparity map is used to predict the target

The resulting distortion®); and bit-rates?; are measured, andimage from all reference images; the estimated images are averaged, yielding
the Lagrangian cost functio; + AR; is calculated using a the target image’s prediction.

preset and fixed value for the Lagrangian multipllerEach
block is coded using the mode that results in the smallest La-
grangian cost value. The parametercontrols image recon-
struction quality and compression efficiency by weighting the
bit-rate R in the cost function. A small value fok results in
high reconstruction quality, and vice versa.

The DCT quantizer paramet€} determines reconstruction
accuracy of the DCT-coded residual error and of INTRA-coded
blocks. The value for? depends on the quality parameter
Experimental results in [8] show that the optimal relationship
between and A can be approximated by

Predicted
Target
Image

A

@=\oss

The values of\ and@ are set prior to coding. On an &2

WO_rkStat'onv the. V-coder takes .abou'[ 4 s to code a SlngJ%_ 4. Coding order of the D-coder: from the corner images (A), the center

P-image consisting of 256 256 pixels. image (B) is predicted. The images at the middle of the sides (C) are predicted
While P-images require much fewer bits to code ttaim- from the center image and the two closest corner images (A). The array

Il codi ffici d d h bériof is subdivided into quadrants and each quadrant is coded likewise, and the

ages, overall coding e_ 'C'_ency epends O_n t e_num FIOl- algorithm keeps recursing until all images are coded.

ages that are evenly distributed over the light-field image array.

For a given quality parameter valug different numbers of

I-images have to be tested to find the optirhiamage distri- Prior to rendering, the small number bimages is decoded

bution over the light-field array. The optimal numberfefm- and kept in local memory. Because at most a couple of hundred

ages is fixed regardless of the overall number of light-field imight-field images are coded dsimages, memory requirements

ages, because any additional light-field image can efficiently laee modest. The reconstructédmages provide instantaneous

P-image coded. access to a low-resolution version of the light field, allowing
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Fig. 5. Images from the light field®ragon Buddha andChick

very fast rendering rates at reduced rendering quality. Table | sdeaps’ block size (e.g., 4x 4, 8 x 8, 16 x 16, or 32
picts measured decoding times to reconstruBtimage block x 32 pixels), bit rate can be variably allocated between
(16 x 16 pixels) for all block-coding modes. All measurementdisparity information and residual-error coding.
mentioned in this letter were conducted on an/ST worksta- Prior to coding, a minimum reconstruction quality parameter
tion with 192 MB RAM. gmin IS Set. Image quality is measured as the peak signal-to-
noise ratio (PSNR) of the image’s luminance signal. First, the
image array’s four corner images (positions A in Fig. 4) are
intra-coded, identical to thé-images described in Section Il.
Thedisparityis a scalar value associated with each pixel dé&or each image, the DCT quantization parameter is individu-
scribing the amount of shift of the pixel's corresponding olally selected to ensure that the reconstructed image meets the
ject surface point in neighboring light-field images. Due to theeconstruction quality,,;,. The corner images’ disparity maps
planar light-field recording geometry, the direction of shift caare Huffman-coded applying a fixed table. From the four re-
be inferred from the images’ known recording positions (digonstructed corner images and their disparity maps, the center
parity direction). An image'slisparity mapthen is an array of image and its disparity map (position B in Fig. 4) is predicted. If
scalar values that lists the amount of parallax shift for each pixéie disparity-compensated image meets the reconstruction cri-
The second light-field coder presented relies entirely on digriong,,;,, no information regarding the center image is coded,
parity-compensating light-field images. It will be denoted thEig. 7. Otherwise, the center image is again predicted using
D-coder[9]. its own disparity map, which is then Huffman coded. If image
Prior to coding, disparity maps have to be derived for atjuality still does not suffice, the residual error is additionally
light-field images. To retrieve disparity information, all image®CT coded. The DCT quantizer level is adjusted to yield min-
are divided into image blocks. Because all light-field images airaum bit rate for the required image qualify;,. Then, the four
arranged in a regular grid of equal spacing, an image blockisddle images on the array sides (positions C in Fig. 4) are pre-
true disparity magnitude is identical when comparing the blodicted from the reconstructed center image and the two closest
to any of its four directly neighboring images along the respecerner images. As for the center image, the residual error and
tive disparity direction. To find the amount of disparity shift fodisparity maps are coded, if necessary.
each block, a number of disparity valuésvithin a predefined At this point, nine light-field images spanning the entire
search range are considered, Fig. 2. For each disparity valegording plane are available. The image array is now divided
the corresponding blocks from all four neighboring images ainato four quadrants. The four corner images of each quadrant
extracted, averaged and compared to the original block. The dise already coded and, as before, the center and side images in
parity value resulting in the smallest prediction error (e.g., theach quadrant can be predicted. The algorithm keeps recursing
Sum-Squared-Error criterion) is chosen as the block’s disparttyrough the quadtree structure until all images are compressed.
magnitude. The disparity map for a 256 256-pixel image On an S@-02 workstation, the D-coder takes about 2 s per
based on 16x 16-pixel blocks is derived in less than 1 s onmage for coding.
an SE-02 workstation. For rendering, all light-field images’ disparity maps are de-
To predict an image (target image), its disparity mapoded and stored in local memory. The four intra-coded corner
is first estimated by compensating the disparity maps ohages and as many light-field images from subsequent hier-
several already coded images (reference images), Fig.aBchy levels as fit into local memory are reconstructed. As is
The estimated disparity map is low-pass filtered, fillinghe case for thd-images of the V-coder, these images are in-
any holes by interpolation, and all reference images astantaneously accessible, enabling interactive rendering from a
disparity-compensated. The estimated images are averageduio-sampled light-field representation. Decoding an image seg-
yield the target image’s prediction. Besides optimal predictianent from the next-higher hierarchy level resembles both the
of any light-field image from its surrounding images, th&VERAGE and RESIDUAL-ERROR block-coding modes of
described disparity compensation approach allows estimatihg V-coder; pixels from three or four reference images need
intermediate (missing) images. By adapting the disparitg be copied and averaged, and possibly the residual error has to

IV. DISPARITY-COMPENSATING LIGHT-FIELD CODING
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Fig. 6. R-D curves of the V-coder and D-coder, measured for three different light field®ragenandBuddhalight fields each consist of 1024 images, while
the Chicklight field contains 289 images. For the V-coder, the number of intra-coded imagemg{es) is varied, while different disparity-map block sizes are
considered for the D-coder's R-D curves.

be decoded and added. Due to the D-coder’s hierarchical coding V. CODING PERFORMANCE
structure, access to higher hierarchy-level image blocks require

decoding multiple images of in-between levels. While these irﬂ—

ages are not accessible at interactive rates, they can be us 2 world object Chick ), Fig. 5. Both synthetic light fields
improve rendered views during standstill. The advantage of t Ensist of 32x 32 images, each containing 256256 24-bit
D-coder is that the decoder can locally refine the light field by '

estimating disparity-compensated intermediate light-field im-lOn“ne].
ages that were not originally recorded. These intermediate ipack/lifs.html
ages enhance rendering results [10].

Both coding schemes were validated using two synthetic light
Ids Buddha, Dragoh) and one light field recorded from a

Available:  http://www-graphics.stanford.edu/software/light-

2[Online]. Available: http://www.Int.de/~magnor/chick.tar.gz
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D-Coder: Discarded Images VI. CONCLUSION

80 : :
¢ Buddha Light Field : :
2o —a— Dragon Light Field | T\_/vo compression schemes were presented that are applicable
for light-field rendering purposes. Both coders feature compres-

60} sion factors on the order @H?—102 at medium to high image re-
Q construction quality, easing capacity requirements to store light
QSO_ fields and speeding up transmission, e.g., over the Internet.
E ol N The V-coder introduces two hierarchy levels among
8 =5 the light-field images { and P-images). The presented
D30r . . .
5 o block-coding modes allow access #B-image segments at
Bool high decoding rates, enabling interactive rendering. As in
Q video coding, blocking artifacts become apparent at very

10 * high compression ratios. The D-coder exploits inter-image

g 5 — 25 redundancy by estab!ishing myltiple hierarchy Ie\{els_ of de-
Reconstruction PSNR [dB] _pend(_an_ues between_ Ilght—f_leld images. For stqndsnll views, or
if sufficient memory is available, the decoder is able to yield
Fig. 7. Percentage of images from BeddhaandDragonlight fields thatcan near-photorealistic rendering results by augmenting the original
be predicted well enough by disparity compensation alone (disparity map bldiht field with disparity-compensated intermediate images
isr:f:gle? 16 pixels); no residual-error information needs to be coded for theﬁeiat were never physically recorded. As multiple images are
disparity-compensated and averaged to predict light-field im-
ages, blocking artifacts do not occur. At very low bit rates, the
RGB pixels, amounting to 192 MB. Due to their computer-gerteconstructed light-field images merely lose detail (blurring).
erated nature, theragonandBuddhalight-field images exhibit  The obtained compression factors should suffice for any
perfect disparity relations. Th@hicklight field was recorded recordable light-field and LFR application. LFR performance
using a 256x 256-pixel color-CCD camera on a robot armean be further improved by accelerating the rendering process.
taking images from 1% 17 equally-spaced locations (54 MB).For example, rendering-supporting hardware can be utilized
TheChicklight-field images show electronic noise, optical disif approximate 3-D geometry of the light-field object can be
tortions and limited accuracy in image recording positions. determined [11]. Available geometry information can also be
Light-field reconstruction quality is measured as the averagegliciently used for light-field coding [12]. Future work will
PSNR-value of the luminance signal (Y component) over ghcus on joint coding of light-field geometry and texture maps
light-field images. The light fields are coded for several recomy conjunction with real-time, photorealistic rendering from
struction quality settings.i» (D-coder), respectively different |ight-field data.
values of the Lagrangian multiplier (V-coder).
Both coders’ R-D curves are shown in Fig. 6. For the
V-coder, the number of-images was varied to determine the o ] N
best distribution of reference images over the light field. The ™ '\G"'ra'l;ﬁ\i’:g (Spodc_'glgégfgaHr,‘éﬁ;Eghtlg‘;'g ;%h%elr_'zgz’_ izomputer
V-coder compresses tHeragon light field down to 893 kB [2] S. Gortler, R. Grzeszczuk, R. Szeliski, and M. Cohen, “The lumigraph,”
(0.11 bits/pixel) at 36-dB average reconstruction distortion. _ in Computer Graphics (Proc. SIGGRAPH 9&ugust 1996, pp. 43-54.
TheBuddhaight ied is even more effciently coded, requirng 5 & M The 71603 e Prys vl 18 pp 51 151 1535,
434 kB (0.053 bpp) at 40 dB PSNR. Tkhicklight field can light fields for precomputed global illumination,” Broc. Eurographics
be compressed to 86.6 kB (0.037 bpp) at 37 dB. Attainable 98, June 1998, pp. 281-292. )
compression ratios depend on object characterisics, such d3) T-T: W P Heng, S-41 O, and Wov. o, age based en
apparent size, texture variations, and geometrical complexity, 1997, pp. 13-22.
as well as on the distance between image-recording positions.[6] M. Magnor and B. Girod, “Adaptive block-based light field coding,”

_ ; ; ; ; ; in Proc. Int. Workshop on Synthetic-Natural Hybrid Coding and 3-D
The D-coder is tested for different disparity map block sizes. Imaging (IWSNHC3DI'99)Santorini, Greece, Sept. 1999, pp. 140143,

The results are also depicted in Fig. 6. Theagon light field [7] T.Wiegand, X. Zhang, and B. Girod, “Long-term memory motion-com-

requires 562 kB (0.068 bpp) to code at 36 dB, whileBleldha pensated prediction/EEE Trans. Circuits Syst. Video Technafbol. 9,

. . . _ _ pp. 70-84, Feb. 1999.

light fl.eld IS colmpressed' to _223 k,B (0',027 bpp) aF 40-dB recon [8] G. Sullivan and T. Wiegand, “Rate-distortion optimization for video
struction quality. TheChick light field is coded with 73.8 kB compression,1EEE Signal Processing Magpp. 74-90, Nov. 1997.
(0.031 bpp) at 37 dB. [9] M. Magnor and B. Girod, “Hierarchical coding of light fields with

- ) ; _ T _ disparity maps,” inProc. Int. Conf. Image Processing |£499, Kobe,
Comparing both coders’ operational R—D curves, it is ap Japan, Oct, 1999, pp. 334338,
parent th"’.‘t the D-coder compresses the Synthef"c |Ight ﬁ.eldﬁO] W. Heidrich, H. Schirmacher, H. Kiick, and H.-P. Seidel, “A warping-
more efficiently than the V-coder, because many light-field im-  based refinement of lumigraphs,”Rroc. 6th Int. Conf. Central Europe
; ; ; ; on Computer Graphics and Visualizatiot998.

ages can be pre(_jl_cted Wel! enoth by dlspan.ty Compensa“?[nl] P. Eisert, E. Steinbach, and B. Girod, “Multi-hypothesis volumetric re-
and need no additional residual-error information (Fig. 7). FOr"™" construction of 3-D objects from multiple calibrated camera views,” in
theChicklight field, both coders perform about equally well; in Proc. ICASSP'99Phoenix, AZ, March 1999, pp. 3509-3512.
this case, the smaller total number of images, greater recordiri§g] B- Girod, P. Eisert, M. Magnor, E. Steinbach, and T. Wieg, *3-D image
distances between imaages. deviations in image bositions. and models and compression—Synthetic hybrid or natural fit?,Pioc.

! " .W - .' ges, viall In Image posit ' Int. Conf. Image Processing (ICIP’99Kobe, Japan, Oct. 1999, pp.
electronic noise limit the D-coder’s performance. 525-529.
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