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AMISP: A Complete Content-Based MPEG-2
Error-Resilient Scheme

Pascal Frossard/lember, IEEEand Olivier VerscheurdMember, IEEE

Abstract—We address a new error-resilient scheme for broad- rates up to 100 Mbps and also supports interlaced video formats
cast quality MPEG-2 video streams to be transmitted over lossy and a number of advanced features, including those supporting
packet networks. A new scene-complexity adaptive mechanism, piq_definition television (HDTV). MPEG-2 is capable of com-
namely Adaptive MPEG-2 Information Structuring (AMIS) is ina NTSC or PAL TV uti ideo int bit
introduced. AMIS modulates the number of resynchronization pressing or ] -r(_-Z‘SO ution video Into an average bl
points (i.e., slice headers and intra-coded macroblocks) in order to rate of 3—7 Mbps with a quality comparable to analog broadcast
maximize the perceived video quality, assuming that the encoder TV [4].

is aware of the underlying packetization scheme, the packet | jke any other compressed data, compressed video is highly

loss probability (PLR), and the error-concealment technique i ;
implemented at the decoding side. The end-to-end video quality sensitive to data loss (see Section ll). Data loss propagates

depends both on the encoding quality and the degradation due Within the sequence and may thus become very annoying to the
to data loss. Therefore, AMIS constantly determines the best €nd user [5]. Error-resilience schemes have been introduced to

compromise between the rate allocated to encode pure videolimit these impairments [6]. These schemes could be roughly
information and the rate aiming at reducing the sensitivity to  c|assified into three categories [7].

packet loss. Experimental results show that AMIS dramatically ot - error-concealment techniques try to estimate missing
outperforms existing structuring techniques, thanks to its efficient '

adaptivity. We then extend AMIS with a forward-error-correction video data using information'a\./ailable at the receiver. "!OW'
(FEC)-based Protection algorithm to become AMISP. AMISP ever, even for the most sophisticated concealment algorithms
triggers the insertion of FEC packets in the MPEG-2 video packet [8]-[10], important loss of data may lead to annoying degra-
stream. Finally, the performances of the AMISP scheme in an gation. It becomes, therefore, mandatory to minimize missing
MPEG-2 over RTP/UD.P/'PS%”?“O are eva'”.a_ted' ~ information. In the second category, the resynchronization
Index Terms—Adaptive protection, error resilience, FEC, joint  or error-localization techniques aim at limiting spatial and/or
source/channel coding, MPEG-2, robust encoding, structuring. temporal error propagation [11]-[13]. These techniques, how-
ever, do not take the local relevance of video data into account
I. INTRODUCTION [14]. Finally, in the third category, unequal error-protection
chemes try to efficiently recover the missing video information
CflS]—[l?]. They try to minimize degradation due to losses by
) ) roviding class- r f pr ion. Similar h
support. It is, therefore, important to fully understand th@O dhg class basedh dgg ee ?1 pbotecto IS a hto the
arameters that may affect the quality of the video deliveredresy.nC ron|zat|o_n tec_nques, the best resu ts_are owever
P . S . Brained only with a judicious packet prioritization process
the end user, and how to cope with the resulting impairmen $ . .
. o 8], [19]. In this category, layered coding [20], [21] and the
Both the encoding and the transmission processes may affect.. S ; .
. X . . MUltiple Description Coding schemes [22] can be mentioned
the quality of service. The best quality at the lowest streamwgg . .
: . L .as the most promising algorithms.
bandwidth can thus only be obtained by optimizing the entire : -
A . Optimal error-resilient schemes should, however, not only
system end-to-end rather than its individual components in "~ : :
combine techniques of the above three categories, but also ex-
Iﬂ'i%it the local relevance of video data. Given bit-budget con-

isolation [1], [2].
The choice of a compression standard depends mostly on straints, such a combination is indeed the only way to provide
e best video quality. In this paper, we provide an adaptive

ECAUSE of the increasing availability of Internet an
ATM networks, packet video is becoming a commo

available transmission or storage capacity, as well as the

plication requirements. The MPEG-2 standard is an audio—yi-

sual standard developed by the International Standards Orgar|1:zEG'_Cmnpllant structuring and protection of video data in

ization (1ISO), together with the International Electrotechnicézlgfvgti (T)?]);'g] ;iznet;he end-to-end quality of service for given
Commission (IEC) [3]. The video part of MPEG-2 permits data . - .
The paper is organized as follows. Section Il proposes a

brief overview of the MPEG-2 standard, with a focus on the
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Fig. 1. Data loss propagation in MPEG-2 video streams.
. MPEG-2 SENSITIVITY TO DATA LOSS There is, however, an obvious problem with lost macroblocks

An MPEG-2 video stream is highly hierarchically structured’.vhose neighbors are intra-coded, since usually they do not have

The smallest entity defined by the standard ishitaek which aSSQC'ated motpn vectors. TO get around t_h|s problem, the en-
: : : : coding can also include motion vectors for intra macroblbcks
is an area of & 8 pixels of luminance or chominance.mac-

roblock(16 x 16 pixels) contains four blocks of luminance sam'—EVen though_e_rr_o_r concealment may, in general, efficiently de-
rease the visibility of losses, severe data loss may, however,

pleens d?:dgg?&;?;;g;?}%ﬁlg?gﬁg Zh\sg'rgg?enﬁﬁniabr;rp(iifﬁ;cs?_fll lead to annoying degradation in the decoded video.
P 9 : The robustness of compressed MPEG-2 video may be dra-

e e e glaly nieas by ciiosynsering resnonzaton
. ' . . . oints in the bit stream. These can be obtained by extra slice

of a new shge. quever, there is no cqnstramt on slice Igng eaders to limit spatial propagation and intra-coded mac-
Thus, eaclpictureis composed of a vgnable number of SIICe%_'oblocks to stop temporal propagation. However, the addition
Tc,) decrease the ovgrhead and hence increase the COMPressIBNedira slice headers and/or intra-coded macroblocks is not
slice very often continues all the way to the end of a macroblogiyiess. First the larger the number of slices, the bigger the
line. Slices occur in the bitstream in the order in which they af& o head. Indeed, every new slice introduces a 5- to 6-bytes
produced. S _length header which compose the major part of the overhead.

Fig. 1 shows how network losses map into visual informatiop giso resets the differential coding of the DC values and
losses in different types of MPEG frames (I, P, or B). Data lo$gotion vectors. Second, the larger the number of intra-coded
spreads within a single picture up to the next resynchronizatigihcroblocks, the higher the overhead. The amount of overhead
point (e.g., picture or slice headers) due to macroblock-to-magenerated in this case is, however, not easy to predict. Indeed, it
roblock differential and variable-length coding. This is referredepends on the encoding complexity of each extra macroblock
to as spatial propagation. When loss occurs in a reference pigicoded in the intra mode.
ture (I or P picture), the lost macroblocks will affect the pre- Under the same video traffic constraints, extra resynchro-
dicted macroblocks in subsequent frame(s). This is known @igation points therefore reduce the amount of bits available to
temporal propagation. code pure video information, and thus decrease the quality of

Error concealment is generally used to reduce the impactth& reconstructed video. In a lossy transmission, the end-to-end
data loss on the visual information. The error-concealment glality is no longer strictly decreasing with the amount of over-
gorithms include, for example, spatial interpolation, temporakad. It results both from the encoding quality and the network
interpolation and early resynchronization. The MPEG-2 stadegradation, as previously mentioned. Therefore, there is an op-
dard [3] proposes an elementary error-concealment algoritftimal number of slice headers and intra-coded macroblocks that
based ormotion compensatiorThis simple technique is cer- maximizes the end-to-end quality. This optimum is dependent
tainly not optimal, but it offers a satisfying decoding qualityon the encoding bit rate and the packet loss ratio. Fig. 2 illus-
The development of error-concealment technique is, howevisates this tradeoff under a uniform and independent packet loss
outside the scope of this paper. The motion-compensation cfocess assumption, which represents the worst case in MPEG-2
cealment estimates the motion vectors of the lost macrobldéRlivery [5]. A two-state Markovian model-based [23] data loss
by using the motion vectors of neighboring macroblocks in thelSome MPEG-2 encoder chips automatically produce concealment motion
affected picture (provided that these have not also been lostxtors for all macroblocks.
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Fig. 2. End-to-end PSNR quality versus extra resynchronization points ratio for the football scene (CBR encoding at 5 W5 andl0 —2).

I1l. ADAPTIVE MPEG-2 SRUCTURING

P f.-\_,.?{.;l-' “:,—1--31 A. Loss Probability Matrices
_,L_ = -.!"_\_\__.-'L"' q It has been noted that a macroblock may be damaged in any
e of the three following cases:
1) It belongs to an RTP packet that has been lost during
Fig. 3. Gilbert loss model. transmission
2) Itbelongsto aslice that has been affected by a packet loss
generator (i.ep = PLR andg = 1 — PLR in the loss model of (spatial propagation)

Fig. 3) simulates losses on an MPEG-2/RTP video stream. The3) It is temporally dependent on a damaged macroblock of
video sequence consists of 400 frames conforming to the ITU-R & Previous reference frame (temporal propagation).

601 format (TV-resolution, 728 576 at 25 fps). The sequence The first factor that may affect a macroblock is the transmis-
includes five video scenes that differ in terms of spatial and tef®ion error. If we assume a uniform and independent loss process,
poral complexities. the probabilityd for an RTP packet to be lost is given by the PLR

Problem Formulation:The problem addressed in this papeqaxperienced on the network. Therefore, without any other infor-
consists in finding the optimal tradeoff between video inforMation about the packet loss process, every RTP packet has the
mation and error protection. Clearly, a random insertion §&Me average probability to be loét= PLR. Let us now call
extra resynchronization points in the bit stream or regular foPr(é,J), the macroblock at thith column and thgth row of a
ward-error-correction (FEC) packets is not optimal. Indeed, tg&/en framen. Under the assumption that a macroblock is lost
efficiency strongly depends on the content of the correspondifig SOON as part of it is missing, the probability(i, j) for the
video area. There is no need to insert resynchronization poifitgcroblockB; (i, j) to be lost is given by
where the impact of data loss would not affect the video quality
(under a given error-concealment technique). Moreover, the An(t, j) =0N,, (4, 4),
protection level has also to be adapted to the network perfor- V(4 5)|1 <i < Brow, 1 <7 < Beolumn (1)
mances or the expected loss probabilities.

Given the expected PLR [or dynamically measured througfhere N,, (4, j) is the number of RTP packets containing the
real-time control protocol (RTCP)] feedback messages), th@acroblockB,, (i, j). Brew and Beolumn are, respectively, the
error-concealment technique implemented at the decoder, @ghber of macroblocks per frame row and column.

a distortion metric, two related problems are considered. Even at high encoding rates, loss entities (i.e., roughly multi-
1) MPEG-2 Structuring Determine the most appropriateples of 188 B) are much larger than the macroblock size. Thus,
MPEG-2 structure in terms of resynchronization point& general, macroblocks belong to at most two RTP packets (i.e.,
location. N,(¢,4) € {1,2}).

2) MPEG-2 ProtectionDerive a content-based FEC scheme The second factor that may affect a macrobloclspstial
to protect areas where structuring is not sufficient. propagation In the case of a transmission error, an MPEG-2
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fixed size transmission packet

Video bitstream
sM+N* = macroblock

Slice headers

Fig. 4. lllustration ofP.. (7, ). The numbers in each macroblock represeft + V,, values.

decoder skips all video information up to the next slice head@étames do not propagate degradation, since they are never refer-
which acts as a spatial resynchronization point. Consequenéyced. Therefore, the impact of data loss in B frames is barely
when a macroblock is lost within a slice, all subsequent magsible (the temporal resolution of the human visual system is
roblocks of the same slice are considered as being damadadjer than a single frame duration [25]). These frames may
even if they do not belong to the lost RTP packet. also offer the highest compression ratio, and adding intra-coded
Thus, for a given frame, the probabilityP,, (¢, j) foramac- macroblocks would result in the highest relative overhead. Fi-
roblock B, (4, j) not to be correctly decoded (transmission errarally, B frames generally have the smallest number of bits so

+ spatial propagation) is given by that losses have a low chance to occur in these frames. Addi-
tional intra-coded macroblock in B frames would therefore re-
Pr(i,5) = (4, 5) + M, (4, 5) sult in a waste of bandwidth.
=0[N,.(¢,7) + M,.(¢, 7)] Temporal propagation means that a pixel in the current frame
V(i, j)|1 <i < Brow andl < j < Beotumn @) is damaged because it refers to a badly decoded pixel from a pre-

vious reference frame. This badly decoded pixel may result from

whereM,, (i, j) represents the number of RTP packets withitfansmission error, spatial propagation, or/and temporal propa-
the same slice before the first packet related3d(s, j) (see gation, as explained before. Thug;~* obviously depends on
Fig. 4). Py Withm =n —k,n—k+1,...,n. Moreover£»~* needs

There is an exception to this rule. Indeed, according to th@be computed in a recursive manner. Indeed, video areas each
MPEG-2 syntax, every frame is preceded by a header. If a pacRetel refers to have to be found by recursively following the suc-
containing a frame header is lost, the entire frame is skippe&gssive motion vectors within the video sequence. Thus, within
making (2) useless. We assume this case to be rare enough t8 beacroblock, even though each pixel has the same probability
neglected. This assumption is enforced when these headerdi@fee lost, they do not have the same probability to be decoded
protected via a specific FEC scheme [24]. into an erroneous value. They do not necessarily refer to the

The third factor that may affect a macroblocktemporal same macroblock in reference frames.
propagation[16]. Our objective is to derive the loss probability The loss probability matrixc?~*, derived from temporal
matrix £7—* for every pixel of frame: due to temporal propa- propagation of errors occurring in reference frafne- 1) and
gation of damaged pixels in franfe — k), with £ < ». impacting framen, is first computed. The probability for all

Since motion estimation does not consider macroblotke pixels in framen to be damaged by losses occurring in
boundaries, but rather references areas of 16 by 16 pixels, figgne (n — 1) can be easily derived. First, the motion vectors
granularity of the loss probability matriR,, must be refined to of framen are used to reference matriR,_;. Actually, the
the pixel level. Indeed, in (1) and (2) the entries of the matrixotion estimation performed by MPEG-2 is applied on the
P,, refer to macroblock,s whereas we need now reference“ftame” P,_, on a macroblock basis. This mapping operation
pixels. Theloss probability matrixdue to spatial propagationcould be denoted byM,,(7,_1) (see Fig. 5). Finally, each
for every pixel of framen is called?,,. The mapping between element ofAM,,(7,,—1) should be muliplied by the probability
P, and P, is straightforward. Indeed, every pixel of a giverfor the corresponding pixel not to be lost in framelndeed,
macroblock has the same probability to be lost. Hefigejs there is no need to compute the probability for a pixel to be
obtained by the Kronecker product of a £@6 unity matrix damaged in a previous frame if it is lost in the current frame
Iis by P, n (it would make the consideration of temporal propagation

useless). Therefor€”—! can be written as follows:

, _ _ E37H(1,5) = M (Pa-1)(@,5)(1 = Puli, 5))
_The resulting matrixP,, has therefore the same size as the Vi, 5) | 1< i<W, 1<j<H ()
video frame (i.e., 72& 576 in the ITU-R 601 format).
In the following development, the B frames are not considvhere £7~1(4, j) represents the probability for pixel ath
ered for additional intra-coded macroblock insertion. Indeed,®lumn andjth line in framen to be damaged by losses in



FROSSARD AND VERSCHEURE: CONTENT-BASED MPEG-2 ERROR-RESILIENT SCHEME 993

B. Proposed Algorithm: Adaptive MPEG-2 Information
Structuring (AMIS)

|- The proposed algorithm for adaptively inserting resynchro-
" 3 nization points in an MPEG-2 bit stream, namely the AMIS al-
+ 1 gorithm, is now presented. AMIS strongly relies on the study
presented in the previous subsection. Intuitively, it works as
4+ follows: an extra resynchronization point is inserted in the bit
[ stream whenever hypothetical data loss, following a uniform
loss process, would lead to video degradation above a desired
threshold, after error concealment.
- Themean luminance differen¢®LD) has first been chosen
’ as distortion measure. It corresponds to the simplest metric cor-
related with human perception [9] (under the assumption that
the viewer stands far enough from the monitor). The distor-

Un(Pn-1) tion is computed between the current macroblock after encoding
(generally given by the encoding scheme) and the same mac-
Fig. 5. Mapping function\,, of loss probability matrices. roblock impaired by loss. This one is obtained by simulating

losses and concealment in the encoder. The real effects of hypo-
reference frame: — 1. The variablesiW and H correspond thetical losses are thus captured by the encoding scheme. The
respectively to the number of pixels per row and colummiLD for B(z,7) is defined as follows:
Obviously, if the pixel given by(i’, ') in framen does not

reference any video area of frarfre— 1), or if it belongs to an . = .. 1 X
intra-coded macrobloclé};l—l(i’,r?g = ()) 6(¢,5) = 256 ZBP(ZJ) 256 ZBP(ZJ) (10)
The probability matrix for pixels not to be spatially lost could p=t p=t
be written as where
D1 » 5) (2, 7) macroblock position in the frame;
“mn —1IWH — /'n

P pixel position in the corresponding macroblock.

Br(i,5) pixels of the correctly (error-free) decoded mac-

B roblock;

Br(i,j) pixels of the corresponding damaged macroblock

at position(z, j).

The error-concealment technique implemented at the decoder
should also be specified to build the optimal structuring. How-
5Z:f+1(i,j) =My _ji1 (gg:”:) (6, ) Pr—y1(is ) ever, if the grror-concealment teghnique is not knanpriori, _

the structuring algorithm would still produce good results, since

wherelw g is aWW x H unity matrix. Equation (4) could now
be generalized, taking into account losses in any ofitipee-

vious reference frames, with< n. The generic loss probability
matrix due to temporal propagatioff —*, can be obtained via

recursion. Indeed, similar to ( ,’j:,’jﬂ is given by

Vel sis W, 1sj<H ©) major error-concealment schemes have similar features. To be
with specific, the motion-compensated concealment technique has
been chosen for its simplicity.
EPR (i, 5) = Preili, ). (7) It has to be noted that the AMIS algorithm would not need

. . . any major modification if a different distortion measure and/or
The process can then be generalized starting with (7) abogﬁ’or-concealment technique was imposed.
It becomes AMIS is divided in two distinct parts: 1) thepatial part,
5Z:f+m(ivj) =Myt (5::1’:+m—1) (i, 5 P (s §), which dgal; vyith slice header's.insertion, and 2) tdvaporal
part, which is in charge of deciding when a macroblock should
m=1,2,3,....k. (®) be intra-coded. Indeed, inserting extra slice headers has no effect

Following the same notatiotht,,_ ..., uses the motion vec- N temporal error propagation. Also, adding intra-coded mac-
tors of frame(n — & + m). Moreover, when a pixel given by roblock does not help in limiting the spatial error propagation.
(,j') in one of the reference framés — & +m) belongs to an Therefore, these two parts are considered independently. How-

intra-coded macroblock, or has no correspondence in its dir€¥€" itis clear that the slice structure of reference frames may
reference frame (according fot,,_x.,,), then influence the insertion decision of intra-coded macroblocks.

1) AMIS-Spatial: The Spatial part of AMIS [26] aims at

8;?:,’j+nl(i’, iy=o. (9) limiting the spatial error propagation, or at least its visible degra-
_ . _ . dation. It introduces an extra slice header as soon as the dis-
Finally, £ 7" is obtained whem: = £ in (8). tortion due to hypothetical loss reaches a given threshild,

Er~* represents the generic loss probability matrix for framgjearly a new slice is inserted as soon as
n due to temporal propagation of data loss in frgme- k). For
the sake of simplicity, the impact of data loss in each reference Z 82 (1, )Pt 7) = A, 11
frames(n — k') on£7~* is considered independently. Bn(i,/)CS
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where,B,,(i, j) is the current macroblock belonging to slise ~ *
andé: (4, j) corresponds to the expected MLD in cd3g(z, )
was damaged,, (7, j) defined in (2), represents the probability
for B(i,j) to be spatially damaged, by packet loss or spatie 32
propagation.
Actually, the expected distortion is weighted by its likelihood *r
to occur. There is indeed no need to protect an area not likely z |
be lost, even if the corresponding distortion would be high. ‘%»_;
The Spatial threshold&s regulates the acceptable level ofi;,gs_.v..v e
distortion. The smaller the threshold, the higher the number ¢ _ |
slices.

AMIS-Spatial also take§ the packe_ztization process into ac 2 — R R
count: no more than one slice header is encapsulated in the sa ---  Richardson algorithm
network loss entity [13]. 20r o _I?ancéom resynch points insertion’ " - 7
2) AMIS-Temporal: The temporal part of AMIS is more 18 ; i
complex [27]. First, let us assume that losses in differer '@ 0 Packet Loss Ratio, 10 o’

reference frames can be considered independently in regard to

their impact on the current frame. Even though not completefig- 6. AMIS end-to-end PSNR quality versus PLR in comparison to random

correct, this assumption places the encoding process in%gchromzaﬂon points insertion, TM-5 encoding scheme and encoding
ithm proposed by Richardson (CBR encoding at 6 Mbps).

worst case from the distortion point of view. It will tend to

generate more protection than effectively needed, but greath’

simplifies the AMIS mechanism. : v e

AMIS-Temporal analyzes every single macroblock and de s . R ' R
cides whether or not to intra-code it. Again, this decision de TR '
pends on the macroblock distortion due to temporal propagatic -
of data loss.

The decision may be expressed as follows. The distortion d|§3'5
to temporal error propagation is weighted by the correspondirZ
loss probability matrix and compared to a threshald This
weighted distortion is obtained by summing the effects of unigzs_
formly distributed packet losses in every single previous refe| _ : .
ence frame, up to the last intra-coded pictare- I). Finally, the A L Lo Ay

condition for a macrobloclB,, (¢, j) to be intra-coded in frame — AMIS _ ; Dats
i i --- Richardson algorithm : s

n is given by 1501 —----  Random resynch points insertion : N

: ™ 5 k AR

3k

ty Rating

I b
j : 1 j : n—=k .. 1 4 3 2 — - 1
<256 8” k(p)6:77k(L’J)> Z At (12) * " Packet Loss Ratio, 10 "

k=1 PCBy(4,5)

) ) Fig. 7. AMIS perceptual end-to-end quality versus PLR in comparison
where&?~* is given by (8). The expected MLD between theo random resynchronization points insertion, TM-5 encoding scheme and

current MB correctly decoded and its substitute in case of log¥0ding algorithm proposed by Richardson (CBR encoding at 6 Mbps).
in the reference framé is given byé;, ,.(, 7). Again, the tem-
poral threshold), regulates the acceptable level of distortionThe comparison is performed in terms of PSNR and MPQM
The smaller the threshold, the higher the number of intra-codgxd], [30] final video quality, respectively, under several packet
macroblocks. loss ratios and a given bit budget. The PLR has been allowed to
Finally, a maximum refresh period;,.x, is also imposed. vary betweeni0—! and10~*. These values could seem quite
This period corresponds to the maximum number of fl’ameSe&ger than commonly accepted networking performances.
pixel may subsist without any intra-reference. When a pixel hagwever, the latter are generally average values computed over
no intra-reference for a period longer tHAR,, the macroblock entire sessions. They do not reflect the short-term characteris-
shall be intra-coded. This consideration is particularly useftits of the losses. Such RTP packet loss ratio values could likely
in large GOP encoding schemes, or in case of large intervals met during small periods of time (e.g., network congestion,
between consecutive I-frames. atmospherical conditions). Finally, the video streams have been
encoded at a constant bit rate of 6 Mbps. CBR encoding mode
imposes the most stringent constraint on bit-rate allocation.
The AMIS algorithm is now evaluated and compared to othétowever, similar (and, certainly better) results could easily be
encoding schemes in terms of final video quality. Figs. 6 andobtained in OL-VBR encoding mode.
compare the behavior of: 1) AMIS; 2) a random resynchroniza- AMIS is obviously dramatically better than the TM-5 algo-
tion points insertion scheme; 3) the common TM-5 model [28]ithm under medium to high PLRs. Also, under low PLRs, it is
and 4) the algorithm proposed by Richardson and Riley [1-Jomparable to the TM5. Indeed, AMIS judiciously shares the

C. Experimental Results and Comparisons
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Wikoo packets FEL packsis Several criteria have then to be considered in the choice
- _ - - | of the FEC parametersrgc and krgrc. First, the overhead
k i o ’ " (nrrc — krrc)/nrrc has to be kept as small as possible
{ Rrec Prec Frno | and to be adapted to the expected loss ratio. However, this
e ratio does not need to be very large to ensure a good recovery

probability. It has indeed been shown that, even for a small
(nrec — krrc)/nrrc ratio, FEC can be very effective and
reduces the loss probability by several orders of magnitude
total bit budget between pure video information and additiongd4]. The ratio efficiency/overhead is moreover larger for large
resynchronization points, according to the expected PLR. Mo~ values, assuming that losses occur independently [35].
over, the comparison of AMIS versus the random insertion of Second, the FEC scheme has to satisfy strict delay constraints
extra resynchronization points scheme, for the same overheiadnteractive applications. The delay introduced by FEC recon-
clearly shows the relevance of the content-based structuring. §tructiort should not be much larger than one frame, since other
nally, AMIS offers better results than the algorithm proposegklays are also introduced along the transmission path. Since
by Richardsoret al, especially in bad transmission conditionsene TS packet represents already a delay of about 5.6 ms in
The latter algorithm indeed basically uses a static slice leng{h6-Mbps connectionzrrc should not be larger than 10-15
for each frame type (i.e., I, P, or B frame). This length staysackets. This value is, however, directly dependent on the bit
valid for the whole sequence, without PLR values considergte.
tions. All these results highlight the need for adaptivity to both Third, it has been shown that for a given overhead, large
video content and transmission quality. values ofkppc lead to the best reconstruction probabilities [15].
On the other hand, small-gc values ensure a more efficient
IV. ADAPTIVE MPEG-2 SRUCTURING AND PROTECTION protection of elected packets in an adaptive algorithm.
A. FEC-Based Protection All the previous statements suggests that the valueref:

should be chosen as large as possible, given some delay con-

In Section V, AMIS has been presented. It smartly Structurggaints. Then, thépgc value should be computed accordingly
the MPEG-2 bit stream to make it more robust against data log$ offer a sufficient protection, and also to minimize the over-
However, it is clear that data loss may still induce unaccegipgq.

able degradation in the reconstructed video. Indeed, some Vide?inally, FEC parameters could vary dynamically according to

areas may be highly sensitive to loss (e.g., fast-moving areagyq patterns (i.e., PLR and ABL). On-going work is currently

In this section, AMIS is extended with a FEC-based protecthﬂ,mgl to optimize these parameters according to network con-

scheme, to become AMISP. ditions and the degree of protection accuracy. For the sake of
FEC means that redundancy is added to the data so thaténﬁplicity, nrre — krre = 1 in the following experiments.

receiver can recover from losses or errors without any furthis aliows moreover a very simple and rapioR-based FEC

intervention from the sender. Considering the delay requirgsheme.

ments for interactive video, FEC is more appropriate than re-

transmission (i.e., ARQ scheme) because it fulfills the timing. The Adaptive Protection Algorithm: AMISP

constraints. Usually, FEC schemes builgg packets blocks _ ) ) _ _

wherekrrc video packets are protected by means:gfc — The proposed protection algor_lthm is the following. During

krrc redundancy packets (see Fig. 8). The FEC blocks udl¢ encoding process, a packeis marked to be protected

Reed—Solomon codes or simptpr-based functions. The de_wheneve_r its hy_po_thetlcal loss would introduce ap_unacc_eptable

scription of the FEC blocks is however outside the scope gfgradation. Similarly to (11), the loss probability weighted

this paper [31]. Recall that such schemes are able to recodtortion is compared to a third threshald-rc

up tonrre — krre lost packets in a block ofirrc packets

[32]. The video packet loss process is then modified, and the Z 65(t,7)0 = Argc. (15)

resulting packet loss ratio for FEC-protected packets becomes B, (4,5)ep

frrc. Under the assumption of independent losses, the PLR h decid ket it tri h
frie becomes [33] Whenever AMISP decides to protect a packet, it triggers the

underlying network adaptation layer (NAL). The NAL starts
Orpc = 0(1 — Prec) (13) counting krgc video packets and then insefigspc — krec
FEC packets in the MPEG-2 bit stream. Of course, if the elected
where packet already belongs to a FEC block, no additional overhead
1 is inserted. As in the structuring scheme, the amount of redun-
NFEC FEC . . .
P — Z <nFEg — 1) 6 (1 — 6yt (14) dancy is driven by the thresholrrc, which represents the
t quality of service desired at the receiver. Finally, the adaptive
FEC algorithm is easily implemented on RTP protocols, thanks
represents the probability of FEC recovery in api{c, krec)  to the support for FEC protection [36].
FEC scheme. A packet lost during transmission can be recov-

ered by the receiver is less thapec — krec packets are 10St 21,6 FEc plock construction at the sender does not introduce any queueing
among the othenggc — 1 packets from the FEC block. delay.

Fig. 8. Media-independent FEC scheme.

=0
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The structuring part of AMISP still works in the same manner *

However, the macroblock loss probabili®y, [see (2)] becomes

P, and is now given by I
34
) Now (i) M (4.5)
Po(i,j)= > 6+ > 6, with6, € {6,0rpc} (16) *
p=1 p=1 )

where M,, (i, j) still represents the number of RTP packetss s
within the same slice before and excludiBy (i, j). N,(¢,7) , : X
represents the number of packets containing part of the ma * o A
roblock B, (¢, 7). The PLRE, is either equal tddrrc or 4, v Lo Lo

depending on whether the packets are FEC protected or not. ||~ mig s regerrec TN SR
Ithas to be noticed that packets are FEC-protected in regard 22| " Ts ani egur Fic Y

their influence onto spatial distortion. These packets very likel S S 1

contain a slice header due to the similarity between relatior o 0 e 10"

Packet Loss Ratio

(11) and (15). However, the temporal propagation phenomenori
is not taken into account by the protection decision process. Thg 9. End-to-end PSNR quality versus the packet loss ratio. Comparison of
reasons of this choice are twofold. First, the temporal propé&e AMISP algorithm krec = 10 andnrec = 11) with a TM-5 encoding
gation of an error in the current frame cannot be predicted Qina%%iﬁ’tgmgireg“'ar FEC scherhe<{ 10 andn = 11). The total bit
one-pass encoding. Second, it can be assumed that the most rel-
evant packets (i.e., FEC-protected packets) are the packets thag
would also cause the highest temporal distortion.

Moreover, the major MPEG-2 headers (i.e., sequenceandp .| . .
ture headers) are also FEC protected [24]. Their loss would iI -~
deed cause a really important degradation. Each packet cc 4 .
taining such crucial information is therefore protected by al R
FEC packet. Finally, the rate control part of the encoding algcgssy -2
rithm has been slightly modified. The video encoding rate has 1°§
be adapted to the protection overhead to ensure a constant tcg ?
bit rate. Basically, the modifications simply includes the numbe#
of bits used for protection in the loop of the TM-5 rate controlS >
algorithm [28].

2

— AMISP : :
C. Experimental Results and Comparisons | f&”észagdfggﬁ?%% T
As stated before, the algorithm inserts only a single packi S S b AR
per FEC block (i.eprrc — krre = 1). The length of the - T T e e T T
FEC blocks (i.e.krrc) could be determined through simula- Packet Loss Ratto
tions of different AMISP schemes [35]' Therefolgc = 10 Fig. 10. MPQM end-to-end perceptual quality versus the packet loss ratio.
seems to fit both delay and robustness requirements, at leastdmparison of the AMISP algorithnkfec = 10 andnpec = 11) with a
the most commo#é range (i.e., betweeh)—* and 10—1)_ The TM-5 encoding'with an adaptive and regular FEC schelne=(10 andn =
total bit rate (i.e., video information and FEC overhead) is fixetf): The total bitrate is about 6 Mbps.
to 6 Mbps for each transmission. Similar results are presented
in terms of both PSNR and perceptual quality. Figs. 9 and 10 also emphasize the useful adaptivity feature to
Figs. 9 and 10 compare AMISP with several protectionetwork conditions. The end-to-end quality of AMISP is com-
schemes. First a basic TM-5 video encoding protected bypared to the same AMIS video bit rate but protected by a reg-
regular (by opposition to adaptive) FEC scheme is proposedar FEC scheme. At a low loss ratio, AMISP provides a better
It generates one redundancy packet every ten video packgtslity since it does not generate useless overhead. However,
It is clearly visible that AMISP provides a better end-to-enthe difference is not very large. The relatively small FEC over-
quality over the complete packet loss ratio range. At lolwead only decreases slightly the encoding quality at medium en-
6 values, the improvement in quality is mainly due to theoding rate. Meanwhile, both algorithms are equivalent at high
adaptivity feature of AMISP: it generates less redundancy, alus$s ratios. The number of packets AMISP has to protect be-
thus provides more accurate video information. At high logomes very large in these conditions. Hence, the adaptive pro-
rates, both schemes perform similarly in terms of protectiotection becomes very close to a regular protection scheme.
However, the quality offered by AMISP is much higher thanks Figs. 9 and 10 finally demonstrate the advantages of the un-
to the underlying structuring scheme (i.e., AMIS). This schenterlying structuring scheme. AMISP is compared to a TM-5
indeed greatly limits the residual error propagation within thencoding protected by the same adaptive FEC scheme used in

decoded sequence. AMISP. It is clear that both algorithms lead to the same quality

S
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atlow loss rates. Losses that would cause important degradatigio]
are recovered by the FEC algorithm. However, the gap between
both schemes grows rapidly with the loss ratio, as the protegyy;
tion algorithm looses some of its efficiency indeed. The errors
propagate within the TM-5 sequence, while they are kept to ai2]
acceptable level in AMIS.

(13]

V. CONCLUSION

We have presented a new adaptive error-resilient schen{(la‘”
for TV-resolution MPEG-2 video streams interactive delivery,
namely AMISP. It includes a media-dependent FEC algorithm15]
relying on an MPEG-2 syntactic structuring technique. A judi-
cious combination of protection redundancy, MPEG syntactigi6]
data, and pure video information were shown to greatly im-
prove the final quality under a given bit budget. Experimental[ ]
results have shown that AMISP dramatically outperforms
existing techniques, thanks to its efficient adaptivity. Major[18]
improvements are due to adaptivity of both FEC protection and
structuring at respectively low and high loss ratios. Moreover[19]
it must be noted that AMISP does not significantly increase the
MPEG-2 encoding complexity. However, the protection part of
AMISP requires the underlying layer (NAL) to provide FEC [20]
capabilities. If this is not the case, only the structuring part can
be used. [21]

In this work, retransmission of missing packets was assumed
not to be feasible due to stringent timing constraints. However
we believe that retransmission might lead to an improved scé
nario in one-way real-time MPEG-2 delivery. Finally, AMISP
could also be applied to other video standards at the cost of[83]
few modifications. [24]
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