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#### Abstract

Recently there seems to have been a resurgence of interest in recursive parameter-bounding algorithms. These algorithms are applicable when the noise is bounded and the bound is known to the user. One of the advantages of such algorithms is that $\mathbf{1 0 0 \%}$ confidence regions (which are optimal in some sense) for the parameter estimates can be obtained at every time instant, rather than asymptotically as in the case of the least squares type algorithms. Another advantage is that these recursive algorithms have the inherent capability of implementing discerning updates, particularly that of allowing no updates of parameter estimates in the recursion. This paper investigates tracking properties of one such algorithm, referred to as the Dasgupta-Huang optimal bounding ellipsoid (DHOBE) algorithm. Conditions that ensure the existence of these $\mathbf{1 0 0 \%}$ confidence regions in the face of small-model parameter variations are derived. For larger parameter variations, it is shown that the existence of the $100 \%$ confidence regions is guaranteed asymptotically. A modification is also proposed here to enable the algorithm to track large variations in model parameters. Simulation results show that in general, the modified algorithm has tracking performance comparable, and in some cases superior, to the exponentially weighted recursive least squares algorithm.


## I. Introduction

PERFORMANCE analysis of adaptive filtering is usually done by assuming that the unknown system being modeled is time-invariant. However, in practice, adaptive filters are often used in time-varying environments. It is thus important to investigate the performance of these algorithms, allowing the system-model parameters to vary with time. A considerable amount of attention has been paid to this problem in the adaptive-filtering literature, with analysis of varying amounts of rigor being performed mainly for the least mean square (LMS) and recursive least squares (RLS) algorithms; see, e.g., [1]-[5].
This paper investigates tracking properties of a recursive estimation algorithm, referred to hereafter as the Dasgupta-Huang optimal bounding ellipsoid (DHOBE) algorithm [6]. This algorithm belongs to a class of bounded-error estimation algorithms termed set-membership parameter estimation (SMPE) algorithms [7], [8]. The membership set is a set of parameter estimates com-

[^0]patible with the model of the underlying process, the assumptions on noise, and the observation data. At first glance the DHOBE algorithm appears to be very similar to the RLS algorithm. However, in contrast to the RLS algorithm, which obtains an optimal solution (in the sense of minimum mean-square estimation error) to the underlying problem, the DHOBE algorithm is developed by using a set-theoretic framework, namely, the notion of optimal bounding ellipsoids (OBE). This causes the algorithm to behave quite differently from the RLS algorithm in many ways. In addition, the algorithm incorporates a data-dependent forgetting factor that results in a discerning update strategy.
In case of time-varying systems, it is important to ensure that the time-varying true parameters $\left\{\theta^{*}(t)\right\}$ are contained in the bounding ellipsoids $\left\{E_{t}\right\}$ of the DHOBE algorithm. In this paper, such conditions will be derived. It will also be shown that if a jump in the true parameter vector $\theta^{*}(t)$ causes it to fall outside the bounding ellipsoid, then provided that the jump is not too large the bounding ellipsoids will move toward $\theta^{*}(t)$ and eventually enclose $\theta^{*}(t)$ again. A rescue scheme is proposed that will guarantee the existence of bounding ellipsoids in the face of large parameter variations. Some techniques for applying different parameter-bounding algorithms to timevarying systems have been reported by Norton and Mo [9]. One of the techniques suggested for the OBE-type algorithms is to use a fixed scaling factor to inflate the bounding ellipsoid with every new data point. Another technique that can be used if prior knowledge of the parameter increments is available is to vector sum the bounding ellipsoid with the set describing the parameter variation [9]. If the extent of parameter variation is unknown, as is often the case, the first technique will have to use a large scaling factor to cope with possibly large parameter variations and consequently the parameter bounds will be loose. In contrast, the rescue procedure described in this paper can automatically detect and accurately compensate for large parameter jumps.
Simulation results are presented to show that the DHOBE algorithm is able to track slow and abrupt variations in the parameters. The tracking performance, in terms of parameter-estimation error, is comparable to the RLS algorithm with a forgetting factor. Abrupt changes in the parameter can in some cases be tracked better by the DHOBE algorithm than by the RLS algorithm.

## II. The DHOBE Algorithm

One of the seminal works in SMPE is that of Fogel and Huang [10]. The algorithm of [10] recursively obtains ellipsoidal outer bounds to the membership set. The model structure considered is the following ARX model:

$$
\begin{equation*}
y(t)=\theta^{*} \Phi(t)+v(t) \tag{2.1}
\end{equation*}
$$

where

$$
\theta^{*}=\left[a_{1} a_{2} \cdots a_{n} b_{0} b_{1} \cdots b_{m}\right]^{T}
$$

is the true parameter vector and

$$
\begin{aligned}
\Phi(t)= & {[y(t-1) y(t-2) \cdots y(t-n)} \\
& \cdot u(t) u(t-1) \cdots u(t-m)]^{T}
\end{aligned}
$$

is the measurable regressor vector. The noise $v(t)$ is assumed to be uniformly bounded in magnitude with a known bound $\gamma$, i.e.,

$$
\begin{equation*}
|v(t)| \leq \gamma \tag{2.2}
\end{equation*}
$$

Assume that at time instant $t-1$, the exact membership set is outer bounded by the ellipsoid $E_{t-1}$ described by

$$
\begin{align*}
E_{t-1}= & \left\{\theta \in \boldsymbol{R}^{N}:[\theta-\theta(t-1)]^{T} P^{-1}(t-1)\right. \\
& \left.\cdot[\theta-\theta(t-1)] \leq \sigma^{2}(t-1)\right\} \tag{2.3}
\end{align*}
$$

where $N=n+m+1, P^{-1}(t-1)$ is a positive-definite matrix, and $\theta(t-1)$ is the center of the ellipsoid. At time instant $t$, the observation $y(t)$ yields a set $S_{t}$, which is a degenerate ellipsoid in the parameter space, namely,

$$
\begin{equation*}
S_{t}=\left\{\theta \in \boldsymbol{R}^{N}:\left[y(t)-\theta^{T} \Phi(t)\right]^{2} \leq \gamma^{2}\right\} . \tag{2.4}
\end{equation*}
$$

From (2.1) and (2.2) it is clear that $S_{t}$ contains the true parameter vector. An ellipsoid $E_{t}$, which contains the intersection of $E_{t-1}$ and $S_{t}$, is then given by [10]

$$
\begin{align*}
E_{t}= & \left\{\theta \in R^{N}:\left(1-\lambda_{t}\right)[\theta-\theta(t-1)]^{T} P^{-1}(t-1)\right. \\
& \left.\cdot[\theta-\theta(t-1)]+\lambda_{t}\left[y(t)-\theta^{T} \Phi(t)\right]^{2}\right\} \\
\leq & \left.\left(1-\lambda_{t}\right) \sigma^{2}(t-1)+\lambda_{t} \gamma^{2}\right\} \tag{2.5}
\end{align*}
$$

where $\lambda_{t}$ is a positive time-varying updating gain. Note that $\left(1-\lambda_{t}\right)$ can be regarded as a forgetting factor. The formation of the ellipsoid $E_{t}$, which contains the intersection of an ellipsoid $E_{t-1}$ and the set $S_{t}$, is illustrated by means of a 2-D example in Fig. 1. By performing some algebraic manipulations on (2.5), an expression for $E_{1}$ can be obtained as

$$
\begin{equation*}
E_{t}=\left\{\theta \in \boldsymbol{R}^{N}:[\theta-\theta(t)]^{T} P^{-1}(t)[\theta-\theta(t)] \leq \sigma^{2}(t)\right\} \tag{2.6}
\end{equation*}
$$



Fig. 1. Formation of the bounding ellipsoid $E_{r}$.
where

$$
\begin{align*}
P^{-1}(t)= & \left(1-\lambda_{t}\right) P^{-1}(t-1)+\lambda_{t} \Phi(t) \Phi^{T}(t)  \tag{2.7}\\
\sigma^{2}(t)= & \left(1-\lambda_{t}\right) \sigma^{2}(t-1)+\lambda_{t} \gamma^{2} \\
& -\frac{\lambda_{t}\left(1-\lambda_{t}\right)\left[y(t)-\Phi^{T}(t) \theta(t-1)\right]^{2}}{1-\lambda_{t}+\lambda_{t} \Phi^{T}(t) P(t-1) \Phi(t)} \tag{2.8}
\end{align*}
$$

$$
\begin{align*}
\theta(t)= & \theta(t-1)+\lambda_{t} P(t) \Phi(t) \\
& \cdot\left[y(t)-\Phi^{T}(t) \theta(t-1)\right] . \tag{2.9}
\end{align*}
$$

Using the matrix-inversion lemma in (2.7) yields

$$
\begin{align*}
P(t)= & \frac{1}{1-\lambda_{t}}[P(t-1) \\
& \left.-\frac{\lambda_{t} P(t-1) \Phi(t) \Phi^{T}(t) P(t-1)}{1-\lambda_{t}+\lambda_{t} \Phi^{T}(t) P(t-1) \Phi(t)}\right] . \tag{2.10}
\end{align*}
$$

Equations (2.6)-(2.9) characterize the update of the bounding ellipsoids. The center $\theta(t)$ of the bounding ellipsoid $E_{t}$ can be taken to be a point estimate of the parameter vector. Note that different values of $\lambda_{t}$ yield different bounding ellipsoids [10]. To ensure convergence, $\lambda_{t}$ needs to be chosen to optimize in some sense the bounding ellipsoids and, clearly, different optimization criteria would lead to different OBE algorithms.

In the DHOBE algorithm, the updating gain $\lambda_{t}$ is chosen to minimize $\sigma^{2}(t)$ at every instant $t$. This has the effect of usually decreasing the size of the ellipsoid from iteration to iteration, though there is no guarantee that the size will be minimized. This choice of $\lambda_{t}$ has yielded good results experimentally and in addition has simplified the convergence and tracking analysis of the algorithm. The minimization procedure yields the following updating criterion [6]:

$$
\begin{align*}
& \text { if } \sigma^{2}(t-1)+\delta^{2}(t) \leq \gamma^{2} \\
& \text { then } \lambda_{t}=0 \text { (i.e., no update) } \tag{2.11}
\end{align*}
$$

where $\delta(t)$ is the a priori prediction error, namely,

$$
\begin{equation*}
\delta(t)=y(t)-\Phi^{T}(t) \theta(t-1) \tag{2.12}
\end{equation*}
$$

Otherwise, if $\sigma^{2}(t-1)+\delta^{2}(t)>\gamma^{2}$, then the optimum value of $\lambda_{t}$ is nonzero and can be calculated according to

$$
\lambda_{t}=\min \left(\alpha, \nu_{t}\right)
$$

where

$$
\nu_{t}= \begin{cases}\alpha, & \text { if } \delta^{2}(t)=0 \\ \frac{1-\beta(t)}{2}, & \text { if } G(t)=1  \tag{2.13.c}\\ \frac{1}{1-G(t)}\left[1-\sqrt{\frac{G(t)}{1+\beta(t)[G(t)-1]}}\right] \\ & \text { if } 1+\beta(t)[G(t)-1]>0 \\ \alpha, & \text { if } 1+\beta(t)[G(t)-1] \leq 0\end{cases}
$$

and $\alpha$ is a user-chosen upper bound on $\lambda_{t}$ satisfying

$$
\begin{equation*}
0<\alpha<1 \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
G(t)=\Phi^{T}(t) P(t-1) \Phi(t) \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(t)=\frac{\gamma^{2}-\sigma^{2}(t-1)}{\delta^{2}(t)} \tag{2.16}
\end{equation*}
$$

The initial conditions are chosen to ensure that $\theta^{*} \in E_{0}$. A possible choice is

$$
P(0)=\mathbf{I}, \quad \theta(t)=0 \quad \text { and } \sigma^{2}(0)=1 / \epsilon^{2}
$$

where $\epsilon \ll 1$.
Equations (2.8)-(2.16) define recursions of the DHOBE algorithm. In [6], some convergence-type properties such as convergence of the parameter estimates to a ball and boundedness of the prediction error have been shown for time-invariant systems. In [11] and [12], an extension of this algorithm was developed for autoregressive moving average (ARMA) parameter estimation and similar convergence properties have been shown to hold.

## III. Analysis of Tracking Characteristics

As mentioned earlier, tracking in the context of OBE algorithms for parameter estimation will mean ensuring that the time-varying true parameter vector is contained in the bounding ellipsoid. The theorems below present conditions under which parameter tracking can be accomplished.

Theorem 1: A sufficient condition for $\theta^{*}(t) \in E_{t}$ is

$$
\begin{align*}
& \left(\theta^{*}(t)-\theta(t-1)\right)^{T} P^{-1}(t-1)\left(\theta^{*}(t)-\theta(t-1)\right) \\
& \quad \leq \sigma^{2}(t-1) \tag{3.1}
\end{align*}
$$

Proof: If $\theta^{*}(t) \in E_{t-1}$, then since $\theta^{*}(t) \in S_{t}$ and $E_{t}$ $\supseteq E_{t-1} \cap S_{t}$, it follows that $\theta^{*}(t) \in E_{t}$. And from (2.3), $\theta^{*}(t) \in E_{t-1}$ is equivalent to (3.1).

Theorem 2: At any time instant $t$, the true parameter $\theta^{*}(t) \in E_{t}$ if and only if

$$
\begin{align*}
& \left(\theta^{*}(t)-\theta(t-1)\right)^{T} P^{-1}(t-1)\left(\theta^{*}(t)-\theta(t-1)\right) \\
& \quad \leq \sigma^{2}(t-1)+\frac{\lambda_{t}}{1-\lambda_{t}}\left(\gamma^{2}-v^{2}(t)\right) \tag{3.2}
\end{align*}
$$

where $v(t)$ is the noise term in (2.1).
Proof: Subtracting $\theta^{*}(t)$ from both sides of (2.9) yields

$$
\begin{equation*}
\theta(t)-\theta^{*}(t)=\theta(t-1)-\theta^{*}(t)+\lambda_{t} P(t) \Phi(t) \delta(t) \tag{3.3}
\end{equation*}
$$

Define the following quadratic function in $\theta^{*}(t)$

$$
V(t)=\left[\theta(t)-\theta^{*}(t)\right]^{T} P^{-1}(t)\left[\theta(t)-\theta^{*}(t)\right]
$$

Using (2.7) and (3.3) it is straightforward though tedious to show that

$$
\begin{align*}
V(t)= & \left(1-\lambda_{t}\right)\left[\theta(t-1)-\theta^{*}(t)\right]^{T} P^{-1}(t-1) \\
& \cdot\left[\theta(t-1)-\theta^{*}(t)\right] \\
& +\lambda_{t} v^{2}(t)-\frac{\lambda_{t}\left(1-\lambda_{t}\right) \delta^{2}(t)}{\left(1-\lambda_{t}\right)+\lambda_{t} G(t)} \tag{3.4}
\end{align*}
$$

Using (2.8) in (3.4) yields

$$
\begin{align*}
V(t)-\sigma^{2}(t)= & \left(1-\lambda_{t}\right)\left[\theta(t-1)-\theta^{*}(t)\right]^{T} P^{-1}(t-1) \\
& \cdot\left[\theta(t-1)-\theta^{*}(t)\right] \\
& +\lambda_{t}\left(v^{2}(t)-\gamma^{2}\right)-\left(1-\lambda_{t}\right) \sigma^{2}(t-1) \tag{3.5}
\end{align*}
$$

Since $\theta^{*}(t) \in E_{t}$ if and only if $V(t) \leq \sigma^{2}(t)$, thus (3.2) is obtained.

It is easy to see from Theorem 1 that if the true parameter $\theta^{*}(t)$ is constant for all $t$, then the bounding ellipsoids obtained by the DHOBE algorithm enclose $\theta^{*}(t)$ at all time instants. This is a property that all well-devised setmembership estimation algorithms should have when applied to estimation of time-invariant parameters. If, on the other hand, $\theta^{*}(t)$ is time varying, and if at some time instant $t_{k}, \theta^{*}(t)$ is found to be out of the bounding ellipsoid $E_{t}$, it must not have been included in $E_{t-1}$. Theorem 2 then demarcates the region in which $\theta^{*}(t)$ can migrate without loss of tracking. This region is shown in Fig. 2 for a 2-D case. This theorem also shows that by choosing $\gamma^{2}$ to be larger than the actual bound, say $\gamma^{\prime 2}$ on $v^{2}(t)$, it is possible to increase the tracking capability of the algorithm. The next theorem gives an upper bound on the

$D(t) \quad$ Permissible domain of migration of $\theta^{\star}(t)$
Fig. 2. Region outside $E_{t-1}$ to which $\theta^{*}(t)$ can belong without loss of tracking.
maximum variation in the parameters for which tracking is guaranteed.

Theorem 3: If $\theta^{*}(t-1) \in E_{t-1}$ and $\lambda_{t} \neq 0$, then $\theta^{*}(t)$ $\in E_{t}$ if

$$
\begin{align*}
\|\Delta(t)\| \leq & \frac{1}{\sqrt{\lambda_{\min }\left[P^{-1}(t-1)\right]}} \\
& \cdot\left\{\left[\frac{\lambda_{t}}{1-\lambda_{t}} \frac{\lambda_{\min }\left[P^{-1}(t-1)\right]}{\lambda_{\max }\left[P^{-1}(t-1)\right]}\left[\gamma^{2}-\gamma^{\prime 2}(t)\right]\right.\right. \\
& \left.\left.\left.+\sigma^{2}(t-1)\right]\right]^{1 / 2}-\sqrt{\sigma^{2}(t-1)}\right\} \tag{3.6}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta(t)=\theta^{*}(t)-\theta^{*}(t-1) \tag{3.7}
\end{equation*}
$$

and $\lambda_{\text {min }}$ and $\lambda_{\text {max }}$ denote, respectively, minimum and maximum eigenvalues, and $\|$.$\| denotes the usual Euclid-$ ean norm. The quantity $\gamma^{\prime 2}$ is the actual bound on $v^{2}(t)$, and the threshold $\gamma^{2}$ needed for evaluating the optimal updating gain via (2.11) and (2.16) is chosen to be larger than $\gamma^{\prime 2}$.

Proof: It is straightforward to show that

$$
\begin{align*}
& {\left[\theta(t-1)-\theta^{*}(t)\right]^{T} P^{-1}(t-1)\left[\theta(t-1)-\theta^{*}(t)\right] } \\
&= V(t-1)+\Delta^{T}(t) P^{-1}(t-1) \Delta(t)-2 \Delta^{T}(t) \\
& \cdot P^{-1}(t-1) \tilde{\theta}(t-1) \tag{3.8}
\end{align*}
$$

where $V(t)$ has been defined previously and

$$
\tilde{\theta}(t-1)=\theta(t-1)-\theta^{*}(t-1)
$$

Substituting (3.8) into (3.5) and using the fact that $v^{2}(t)$ $\leq \gamma^{\prime 2}$ yield

$$
\begin{align*}
V(t)-\sigma^{2}(t) \leq & \left(1-\lambda_{t}\right)\left[V(t-1)-\sigma^{2}(t-1)\right] \\
& +\lambda_{t}\left(\gamma^{\prime 2}-\gamma^{2}\right)+\left(1-\lambda_{t}\right) \\
& \cdot\left[\Delta^{T}(t) P^{-1}(t-1) \Delta(t)-2 \Delta^{T}(t)\right. \\
& \left.\cdot P^{-1}(t-1) \tilde{\theta}(t-1)\right] \tag{3.9}
\end{align*}
$$

Since $\theta^{*}(t-1) \in E_{t-1}$, therefore, $V(t-1) \leq \sigma^{2}(t-$ 1 ), and thus a sufficient condition for $\theta^{*}(t) \in E_{t}$ is

$$
\begin{align*}
& \Delta^{T}(t) P^{-1}(t-1) \Delta(t)-2 \Delta^{T}(t) P^{-1}(t-1) \tilde{\theta}(t-1) \\
& \quad \leq \frac{\lambda_{t}}{1-\lambda_{t}}\left(\gamma^{2}-\gamma^{\prime 2}\right) \tag{3.10}
\end{align*}
$$

$$
\begin{align*}
& \text { i.e., } \theta^{*}(t) \in E_{t} \text { if } \\
& \lambda_{\max }\left[P^{-1}(t-1)\right]\|\Delta(t)\|^{2}+2\|\Delta(t)\|\|\tilde{\theta}(t-1)\| \lambda_{\max } \\
& \quad \cdot\left[P^{-1}(t-1)\right] \leq \frac{\lambda_{t}}{1-\lambda_{t}}\left(\gamma^{2}-\gamma^{\prime 2}\right) \tag{3.11}
\end{align*}
$$

Since $V(t-1) \leq \sigma^{2}(t-1)$, therefore

$$
\begin{equation*}
\|\tilde{\theta}(t-1)\|^{2} \leq \frac{\sigma^{2}(t-1)}{\lambda_{\min }\left[P^{-1}(t-1)\right]} \tag{3.12}
\end{equation*}
$$

Substituting (3.12) in (3.11) gives a sufficient condition for $\theta^{*}(t) \in E_{t}$ as

$$
\begin{gather*}
\lambda_{\max }\left[P^{-1}(t-1)\right]\|\Delta(t)\|^{2}+2\|\Delta(t)\| \sqrt{\sigma^{2}(t-1)} \\
\cdot \frac{\lambda_{\max }\left[P^{-1}(t-1)\right]}{\sqrt{\lambda_{\min }\left[P^{-1}(t-1)\right]}} \leq \frac{\lambda_{t}}{1-\lambda_{t}}\left(\gamma^{2}-\gamma^{\prime 2}\right) \tag{3.13}
\end{gather*}
$$

Solving this quadratic inequality then yields (3.6).
It can be seen from (3.6) that if $\lambda_{t}=0$, then the difference between $\gamma^{2}$ and $\gamma^{\prime 2}$ cannot be exploited to increase the tracking capability of the algorithm. In this case, $\theta^{*}(t)$ $\in E_{t}$ if and only if $\theta^{*}(t) \in E_{t-1}$. Thus if $\theta^{*}(t)$ jumps out of $E_{t-1}$ and no updates are performed at future time instants $t+i$, then $\theta^{*}(t+i) \notin E_{t+i}=E_{t-1}$, and the parameter may never be tracked. However, it can be argued that an update will be performed in a finite interval of time. This is shown heuristically by examining the expression for the magnitude of the prediction error

$$
|\delta(t)|=\left|\left[\theta^{*}(t)-\theta(t-1)\right]^{T} \Phi(t)+v(t)\right|
$$

Assume that no updates are performed for a large interval of time, say from time instant $t$ to time instant $t+N_{1}$. From (2.11) it then follows that

$$
\begin{aligned}
& \left|\left[\theta^{*}(t+i)-\theta(t-1)\right]^{T} \Phi(t+i)+v(t+i)\right| \\
& \quad \leq\left[\gamma^{2}-\sigma^{2}(t-1)\right]^{1 / 2}, \quad \forall i=0,1, \cdots, N_{1}
\end{aligned}
$$

If the input and noise sequences are sufficiently rich, then the regressor vector $\Phi(t)$ will span the parameter space in all directions and so $\left[\theta^{*}(t+i)-\theta(t-1)\right]^{T} \Phi(t+i)$ will not be arbitrarily small for all $i \in\left[0, N_{1}\right]$. If $|v(t+i)|$ is close to its true upper bound $\gamma^{\prime}$ for some $i$ in the same interval, and if $\{v(t)\}$ is sufficiently uncorrelated with the input $\{u(t)\}$, then the above inequality will be violated and an update will be performed. It is also clear that to ensure that an update is eventually performed (i.e., violation of the above inequality), the threshold $\gamma^{2}$ should not be chosen much larger than $\gamma^{\prime 2}$.

If the parameter variation is such that (3.2) is violated, then $\theta^{*}(t) \notin E_{t}$. The next theorem shows that if $\theta^{*}(t)$ remains fixed after it jumps out of $E_{t}$, and if the jump is not large enough to cause the subsequent ellipsoids $E_{t+i}$ to vanish for $i \geq 0$, then the DHOBE algorithm guarantees that the true parameter will be tracked (enclosed) in finite time.

Theorem 4: Assume that the parameter variation at time instant $t$ causes $\theta^{*}(t) \notin E_{t}$. Assume further that:

1) After this variation, the parameter remains constant (i.e., the jump-parameter case).
2) $\sigma^{2}(t+i)>0$, for all $i \geq 0$.
3) The algorithm does not stop updating.
4) A lower bound $\rho$ is imposed on all $\lambda_{t}$ at all updating instants.

Then there exists an $N_{1}>0$, which depends on the amount of parameter variation and the actual and user-set noise bounds, such that $\theta^{*}(t) \in E_{t+N_{1}}$.

Proof: Since $\theta^{*}(t) \notin E_{t}$, define

$$
\begin{equation*}
\eta=\left[\theta(t)-\theta^{*}(t)\right] P^{-1}(t)\left[\theta(t)-\theta^{*}(t)\right]-\sigma^{2}(t)>0 . \tag{3.14}
\end{equation*}
$$

Assumption (1) will imply that $\Delta\left(t+N_{1}\right)=\Delta(t+1)=$ 0 for arbitrary positive $N_{1}$. Substituting in (3.9) and iterating from $t+N_{1}$ to $t+1$ yields

$$
\begin{align*}
V(t & \left.+N_{1}\right)-\sigma^{2}\left(t+N_{1}\right) \\
& =\eta \prod_{i=t+1}^{t+N_{1}}\left(1-\lambda_{i}\right)+\sum_{i=t+1}^{t+N_{1}} q_{i, t+N_{1}\left[\gamma^{\prime 2}(t)-\gamma^{2}\right]} \tag{3.15}
\end{align*}
$$

where $q_{i, t}$ is defined as

$$
q_{i t}= \begin{cases}\lambda_{i} \prod_{j=i+1}^{i}\left(1-\lambda_{j}\right), & \text { if } i<t \\ \lambda_{t}, & \text { if } i=t\end{cases}
$$

Assumption (3) will ensure that some of the $\lambda_{t+i}, i \geq 0$, will be nonzero. This ensures that the first term on the right-hand side of (3.15) will tend to zero. Since the second term on the right-hand side of (3.15) is negative, the difference $V\left(t+N_{1}\right)-\sigma^{2}\left(t+N_{1}\right)$ will tend to zero as $N_{1}$ increases. Thus there exists an $N_{1}$ such that

$$
\begin{equation*}
V\left(t+N_{1}\right)-\sigma^{2}\left(t+N_{1}\right) \leq 0 \tag{3.16}
\end{equation*}
$$

thereby ensuring that $\theta^{*}(t) \in E_{t+N_{1}}$.

## IV. A Rescue Procedure

In many cases when the parameter jump is large or if the ellipsoid has shrunk to a very small size, the intersection of $E_{t-1}$ and $S_{t}$ can be void. This situation is illustrated in Fig. 3. In such cases, $\sigma^{2}(t)$ will become negative, thus indicating that a bounding ellipsoid could not be constructed. To circumvent such a failure of the algorithm, a rescue procedure is proposed. If at any time instant $t, \sigma^{2}(t)$ becomes negative, then $\sigma^{2}(t-1)$ is increased by an appropriate amount, thereby increasing the size of $E_{t-1}$ so that the intersection of $S_{t}$ and this enlarged $E_{t-1}$ will no longer be void. As such, an ellipsoid $E_{t}$ will be constructed. Alternatively, $\gamma^{2}$ could be increased to permit a non-null intersection. However, the former procedure is preferable because it causes $\theta(t)$ to migrate towards $\theta^{*}(t)$, thereby reducing the parameter-estimation


Fig. 3. A case in which a jump in the parameter causes the intersection of $E_{t-1}$ and $S_{t}$ to be void.
error. The rescue procedure is similar to the covarianceresetting technique used in RLS algorithms to cope with time-varying systems [13]. However, in the RLS case, a jump in the parameters has to be detected by some other means before the covariance matrix can be reset, whereas for the DHOBE algorithm, $\sigma^{2}(t)$ becoming negative is an automatic indicator of a jump. The amount of increase in $\sigma^{2}(t-1)$ required to make $\sigma^{2}(t)$ positive in such a case is now calculated.

Recall that the optimal updating gain $\lambda_{t}$ is the one that minimizes $\sigma^{2}(t)$. The minimum occurs either at a stationary point of $\sigma^{2}(t)$ or at one of the boundaries $\lambda_{t}=0$ and $\lambda_{t}=\alpha$. Since it is assumed that a failure occurs when $\sigma^{2}(t-1)>0$ and $\sigma^{2}(t) \leq 0$, an update, therefore, has to occur at $t$ and so $\lambda_{t} \neq 0$. The case that the minimum occurs at a stationary point, which is strictly inside the interval $[0, \alpha]$, and the case that the minimum occurs at $\lambda_{t}=\alpha$ are considered separately.

Case 1:

$$
\left.\frac{d \sigma^{2}(t)}{d \lambda_{t}}\right|_{\lambda_{t}=\nu_{t}}=0, \quad \text { and } 0<\nu_{t}<\alpha
$$

From (2.13) it is clear that this case occurs if and only if $1+\beta(t)[G(t)-1]>0$ and $\nu_{t}<\alpha$. Setting the derivative of $\sigma^{2}(t)$ in (2.8) to zero yields

$$
\begin{aligned}
\gamma^{2}- & \sigma^{2}(t-1)-\frac{1-\lambda_{t}}{1-\lambda_{t}+\lambda_{t} G(t)} \delta^{2}(t) \\
& +\frac{\lambda_{t} G(t)}{\left(1-\lambda_{t}+\lambda_{t} G(t)\right)^{2}} \delta^{2}(t)=0 .
\end{aligned}
$$

Substituting $\sigma^{2}(t-1)$ from above into (2.8) yields

$$
\begin{equation*}
\sigma^{2}(t)+\frac{\left(1-\lambda_{t}\right)^{2}}{\left(1-\lambda_{t}+\lambda_{t} G(t)\right)^{2}} \delta^{2}(t)=\gamma^{2} \tag{4.1}
\end{equation*}
$$

Thus, $\sigma^{2}(t)$ is negative if and only if

$$
\begin{equation*}
|\delta(t)|>\frac{1-\lambda_{t}+\lambda_{t} G(t)}{1-\lambda_{t}} \gamma \tag{4.2}
\end{equation*}
$$

On substituting for $\lambda_{t}$ from (2.13b) and (2.13c), (4.2) can
be expressed, respectively, as

$$
\begin{gather*}
|\delta(t)|>\frac{G(t)-1}{\sqrt{G(t)[1+\beta(t)(G(t)-1)]}-1} \gamma \\
\text { if } G(t) \neq 1 \\
|\delta(t)|>\frac{2 \gamma}{1+\beta(t)}, \quad \text { if } G(t)=1 \tag{4.3}
\end{gather*}
$$

Using the definition of $\beta(t)$ from (2.16) in (4.3) and manipulating terms yields a necessary and sufficient condition for $\sigma^{2}(t)$ to be negative in terms of $\sigma^{2}(t-1)$

$$
\begin{aligned}
& \sigma^{2}(t-1)< \frac{1}{G(t)-1}\left[\delta^{2}(t)+\gamma^{2}[G(t)-1]\right. \\
&- {[\gamma[G(t)-1]+|\delta(t)|]^{2} } \\
& G(t)
\end{aligned}=K_{1},
$$

and

$$
\begin{gathered}
\sigma^{2}(t-1)<\delta^{2}(t)+\gamma^{2}-2 \gamma|\delta(t)|=K_{1}, \\
\text { if } G(t)=1 .
\end{gathered}
$$

Note that the last inequality was obtained because $\nu_{t}=(1$ $-\beta(t)) / 2<1$; hence, $1+\beta(t)>0$. Thus, if the calculated value of $\sigma^{2}(t)$ is negative, the rescue procedure will replace $\sigma^{2}(t-1)$ by $K_{1}+\zeta$, where $\zeta$ is a positive constant, thereby increasing the size of $E_{t-1}$. The optimum updating gain will then be recalculated, and the resulting value will be used to calculate $\sigma^{2}(t), \theta(t)$, and $P(t)$. Our simulation studies have shown that using a value of $\zeta=1$ yields satisfactory results.

Case 2: $\lambda_{t}=\alpha$
In this case, from (2.8), $\sigma^{2}(t)$ is negative if and only if

$$
\delta^{2}(t) \geq[1-\alpha+\alpha G(t)]\left[\frac{\sigma^{2}(t-1)}{\alpha}+\frac{\gamma^{2}}{1-\alpha}\right] .
$$

Thus, $\sigma^{2}(t)$ is negative if and only if

$$
\sigma^{2}(t-1)<\alpha\left[\frac{\delta^{2}(t)}{1-\alpha+\alpha G(t)}-\frac{\gamma^{2}}{1-\alpha}\right]=K_{2}
$$

In this case, $\sigma^{2}(t-1)$ would be replaced by $K_{2}+\zeta$ and the value of the updating gain would be recalculated and used to calculate $\sigma^{2}(t), \theta(t)$, and $P(t)$.

## V. Simulation Examples

The tracking properties of the DHOBE algorithm are studied for an $\operatorname{ARX}(1,1)$ model

$$
y(t)=a y(t-1)+b u(t)+v(t)
$$

The nominal values for the parameters were $a=-0.5$ and $b=1.0$. The noise sequence $\{v(t)\}$ and the input sequence $\{u(t)\}$ were both generated by a pseudorandomnumber generator with a uniform distribution in $[-1,1]$. This corresponds to a signal-to-noise ratio (SNR) of 0 dB .

For the DHOBE algorithm, we chose $\alpha=0.2, \gamma^{2}=1.0$, and $\sigma^{2}(0)=100$. In all the examples shown here, the parameter estimates are taken to be the centers of the optimal bounding ellipsoids. The parameters were varied as follows:

## Case 1: Slow Variation in the Parameter Vector

The parameters $a$ and $b$ were varied by $1 \%$ for every 10 samples, starting from the first sample, and the output data $\{y(t)\}$ were generated for $t=1,2, \cdots, 1000$. It was then observed that the bounding ellipsoids created by the DHOBE algorithm contain the true parameter at all time instants. The final parameter-estimation error was 7.0 $\times 10^{-3}$. The parameter estimates, i.e, the centers of the OBE, are plotted against the true parameters in Fig. 4. From the figure it is clear that the DHOBE algorithm tracks slow time variations in the parameters quite well.

## Case 2: Slow Variation in the Parameter Vector from $t$ $=500$

The parameters $a$ and $b$ were varied by $1 \%$ for every 10 samples, starting from the five-hundredth sample. The final parameter-estimation error was $3.0 \times 10^{-3}$. All the bounding ellipsoids were seen to contain the true parameter. The parameter estimates are plotted against the true parameters in Fig. 5. The figure shows that the algorithm can track slow time variations in the parameters even after it has "converged."

## Case 3: Jump in the MA Parameter at $t=500$

The parameter $b$ was changed by $100 \%$ at the five-hundredth sample, and $a$ was kept constant at its nominal value at all times. Several runs of the DHOBE algorithm were performed with different input and noise sequences. It was observed that the true parameter vector was out of the bounding ellipsoid at $t=500$ and would be recaptured by the bounding ellipsoid after some number of samples (usually less than 50 ), thus verifying the claims made in Theorem 4. It was also observed that the jump causes the resulting bounding ellipsoids to have smaller sizes. Intuitively, a jump at time $t$ causes the set $S_{i}, i \geq t$, to have a smaller intersection with $E_{i-1}$, and so the ellipsoid that bounds the intersection is also smaller. In one particular run, the parameter was recaptured at $t=530$, and the final parameter estimation error at $t=1000$ was $1.3 \times$ $10^{-4}$. The parameter estimates (the centers of the bounding ellipsoids) are plotted against the true parameters in Fig. 6. Fig. 7 shows the parameter estimates obtained for this run by applying the RLS algorithm with a forgetting factor $\lambda(t)=0.9$ and $\lambda(t)=0.99$. Observe that the RLS parameter estimates are extremely jumpy when $\lambda(t)=$ 0.9 , probably because the forgetting factor is not large enough to average out the noise. Fig. 8 shows the estimates when the variable forgetting factor proposed by Fortescue and Kershenbaum [13] is incorporated into the RLS algorithm. This variable forgetting factor $\lambda(t)$ is a


Fig. 4. DHOBE parameter estimates for the case of slow variation in the true parameter from $t=1$.


Fig. 5. DHOBE parameter estimates for the case of slow variation in the true parameter from $t=500$.


Fig. 6. DHOBE parameter estimates for the case of a jump in the MA parameter at $t=500$.
function of the prediction error and is given by

$$
\lambda(t)=1-\alpha^{\prime} \frac{\delta^{2}(t)}{1+G(t)} .
$$

A value of $\alpha^{\prime}=0.01$ was used because it yields steadystate tracking error of about the same magnitude as does the DHOBE algorithm. From these figures, it is evident that the DHOBE algorithm can track jumps in the parameters at least as well as the exponentially weighted RLS algorithm.


Fig. 7. RLS (with $\lambda(t)=0.9$ and $\lambda(t)=0.99$ ) parameter estimates for the jump-parameter case.


Fig. 8. RLS (with variable forgetting factor) parameter estimates for the jump-parameter case.

The effect of varying $\gamma^{2}$ was also studied. A value of $\gamma^{2}=2$ was taken. In this case, the true parameter did not jump out of the bounding ellipsoid at $t=500$. The parameter estimates are identical to those in Fig. 6. But the ellipsoids are larger, as expected.

For a different run, i.e., with a different input and noise sequence, the jump at $t=500$ caused $\sigma^{2}(t)$ to become negative. The rescue procedure was then used and yielded remarkable results. The true parameter was captured immediately at $t=501$. The final parameter-estimation error was $2.4 \times 10^{-4}$. Fig. 9 shows that the parameters are tracked extremely rapidly in this case.

## Tracking Performance in Gaussian Noise

It is well known that least squares algorithms are optimal in the constant-parameter case for Gaussian-distributed noise. It is thus interesting to compare the tracking abilities of the DHOBE and RLS algorithms in Gaussian noise. The same ARX model was used with the noise sequence $v(t)$ now being generated as zero-mean white


Fig. 9. DHOBE parameter estimates when the rescue procedure is activated in the jump-parameter case.


Fig. 10. Tracking performance of DHOBE and RLS algorithms for Gaussian noise.

Gaussian noise with variance 0.25 , which corresponds to an SNR of 1.25 dB . To satisfy the bounded-noise assumption, $v(t)$ was truncated to the range $[-1,1]$, resulting in a slightly larger SNR. The parameter $b$ was changed by $100 \%$ at the five-hundredth sample, and $a$ was kept constant at its nominal value at all times. Several runs of the DHOBE algorithm were performed with different noise sequences. As in the uniform-noise case, it was found that in a few runs the rescue procedure was activated, consequently causing extremely rapid acquisition of the parameter. In most of the runs, the true parameter was acquired by the bounding ellipsoid without requiring rescue. The acquisition usually happened in less than twenty samples after the change occurred. Fig. 10 compares the tracking performance of the RLS algorithm (with $\lambda(t)=0.9$ and $\lambda(t)=0.99$ ) to the DHOBE algorithm for a run in which the rescue procedure was not
activated. The curves shown are plots of estimates of parameter $b$ by both algorithms. It is seen that RLS with $\lambda(t)$ $=0.9$ seems to track a little faster than the DHOBE algorithm. However, the steady-state RLS estimates are extremely jerky. The tracking performance of RLS with $\lambda(t)$ $=0.99$ is definitely inferior to that of the DHOBE algorithm; however, its steady-state performance prior to the jump is superior. Another point of note is that the DHOBE estimates become much less jerky after the jump on account of the decrease in the size of the ellipsoids.

## VI. Conclusion

The tracking properties of a recursive set-membership parameter estimation algorithm, the DHOBE algorithm, have been investigated. Some sufficient and other necessary conditions that ensure parameter tracking have been derived. A modification of the DHOBE algorithm is proposed to improve its tracking capability for larger parameter variations. Simulation results show that the tracking performance of the DHOBE algorithm is comparable to that of the exponentially weighted RLS algorithm. In some cases of large parameter jumps, the automatic activation of a rescue procedure causes the parameters to be tracked extremely rapidly.
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