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Partially Adaptive Beamforming for 
Correlated Interference Rejection 
Feng Qian, Student Member, IEEE, and Barry D. Van Veen, Member, IEEE 

Abstruct- Conventional linearly constrained adaptive beam- 
formers often suffer from severe signal cancellation in the pres- 
ence of interferers correlated with the signal. In this paper, we 
propose a partially adaptive beamforming technique for corre- 
lated interference rejection in broadband signal environments. 
The beamformer output mean squared error is decomposed into 
an interference mean squared error term and an additional 
signal cancellation term that is due to the presence of corre- 
lated interference. Both mean squared e m  depend on the 
adaptation space. The partially adaptive beamforming technique 
proposed here chooses an adaptation space which results in little 
signal cancellation while maintaining satisfactory interference 
cancellation. It is shown that, for a given interference scenario, 
a partially adaptive beamformer can be designed such that 
maximum interference cancellation is achieved without any signal 
cancellation. In practice, an approximate design procedure is 
provided to accommodate a set of likely interference scenarios. 
Analysis of the feasibility of this approach is presented. The 
effectiveness of the technique is demonstrated through examples. 

I. INTRODUCTION 

T IS well-known that signal cancellation results when I conventional linearly constrained adaptive beamformers are 
employed in environments containing interferers that are corre- 
lated with the signal [ 11. In addition to cancelling uncorrelated 
interferers, the beamformer uses the correlated interferers to 
cancel part of the desired signal in order to achieve its goal 
of minimum output power. This often leaves the beamformer 
output virtually useless. Correlated interferers can occur due 
to multipath propagation or “smart jamming.” Successful 
adaptive beamforming in correlated interference environments 
becomes, therefore, a very important issue. 

Various methods for preventing signal cancellation have 
been proposed [2]-[4]. The predominant approach is use 
of averaging to destroy the correlation between signal and 
interference prior to beamforming. There are two primary 
means to achieve this: spatial averaging and frequency-domain 
averaging. The spatial averaging technique [2], [3] uses a 
bank of subarrays. The subarray data covariance matrices 
are averaged to reduce the correlation between the signal 
and interferers. Obviously, this technique only works for 
uniform array structures. If the correlated interferers originate 
from directions close to that of the desired signal, then large 
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numbers of subarrays or long inter-subamay displacements are 
necessary in order to reduce the correlation to an acceptable 
level. Since the e k t i v e  may aperture is only that of the 
subarray, the beamformer’s inwrference cancellation capability 
is often severely compromised. In the case of broadband 
signals, correlation reduction may also be carried out via av- 
eraging in the frequency domain, the so-called coherent signal 
subspace (CSS) technique [4]. However, the CSS transforma- 
tion preprocessor that implements frequency domain averaging 
is dependent on preliminary estimates of signal directions. 
Moreover, frequency domain averaging is only applicable to 
situations where the time delays between the desired signal 
and correlated interferers are greater than half of the reciprocal 
of the signal bandwidth. Both averaging techniques represent 
a two-stage procedure: a correlation reduction preprocessing 
step followed by conventional beamforming. 

More recently, a split-polarity transformation (SPT) tech- 
nique has been proposed [5]. The SPT processor reverses the 
phases of the interferers in the data using a priori information 
about the interference environment. Decorrelation is ach’ieved 
by averaging the covariance matrices of the original and 
processed data. Since the SFT processor must maintain the 
original phase of the desired signal while reversing the phase 
of the interferers, the method is effective only if the desired 
signal and interferers are not closely located. 

Here we propose a one-stage partially adaptive beamfonn- 
ing approach. The beamformer output mean squared error is 
defined and used to evaluate the performance of a beamformer 
in the presence of correlated interferers. Minimum mean 
squared error is shown to be equivalent to minimum output 
power in the absence of correlated interferers. In correlated 
interference environments, the mean squared error consists 
of the usual interference component and an additional signal 
cancellation component. Both terms are dependent on the 
choice of the adaptation space. Hence, we propose choosing 
the adaptive degrees of freedom subject to a constraint on the 
maximum signal cancellation over a set of likely interference 
scenarios. A constructive procedure for obtaining an adaptation 
space that satisfies the constraint is proposed. Note that this 
approach does not require a uniform array structure. Time 
and frequency domain analyses reveal the general conditions 
under which partially adaptive beamformers can successfully 
cancel interferers while preserving the signal. The analyses 
show that the partially adaptive beamforming approach is only 
effective with broadband signals. Simulations are provided to 
demonstrate the utility of the partially adaptive beamforming 
approach. Good performance is obtained with relatively small 
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spatial separations and short time delays between the signal 
and correlated interferers. 

The paper is organized as follows. Section I1 introduces the 
class of linearly constrained minimum variance beamform- 
ers and the concept of partially adaptive beamforming. The 
mean squared error criterion for evaluating adaptive beam- 
former performance in correlated interference environments 
is established in Section 111. In Section IV, the partially 
adaptive beamforming solution is developed. An analysis of 
this approach is provided in Section V. Examples illustrating 
the effectiveness of partially adaptive beamforming approach 
are fumished in Section VI, and a summary is given in 
Section VII. Throughout the paper, lower and upper case 
boldface symbols represent vectors and matrices respectively. 
Superscript H denotes complex conjugate transpose. 

11. ADAFTIVE BEAMFORMING 

A .  Linearly Constrained Minimum Variance Beamforming 
Let the n-dimensional vector z represent the data received at 

the sensor outputs (and delayed versions of the sensor outputs 
if FIR filters are employed). The beamformer output y is an 
inner product of the beamformer weight vector w and the data 
vector z 

y = W H X .  (1) 

The linearly constrained minimum variance (LCMV) criterion 
[6] for choosing w is 

min wHRXw subject to CHw = g (2) 
W 

where R, = E { z z H } , C  is the n x m constraint matrix, 
and g is the 7n dimensional response vector. Minimization 
of output power reduces the contributions of interference and 
noise to the beamformer output while the m linear constraints 
are employed to prevent distortion of the desired signal. A 
generalized sidelobe canceller (GSC) representation [7] for 
the LCMV weight vector is 

w = W O  - Cnwa. (3) 

The GSC structure is illustrated in Fig. 1. Here, w, is a non- 
adaptive weight vector that satisfies the constraints CHwo = 
g .  The n x q ( q  = n - m) full rank matrix C ,  satisfies 
CHC,  = 0. Therefore, the q dimensional adaptive weight w, 
is unconstrained and the minimization problem (2) becomes 

min (w, - c , w ~ ) ~ R , ( w ,  - cT1wa).  (4) 
W ,  

The solution to (4) is obtained as 

C,  is termed the signal blocking matrix.' We refer to 
range(C,) as the adaptation space because w can only adapt 
the components that lie in this space. 

by the columns of C. 
I The portion of z( k )  due to the signal generally lies in the space spanned 
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Fig. 1 .  The GSC beamformer implementation. 

B. Partially Adaptive Beamforming 
In a partially adaptive beamformer, the original adaptation 

space range(C,) is mapped into a subspace through a fixed 
q x p ( p  < q)  full-rank transformation matrix T to yield a lower 
dimensional adaptation space range(T,) where 

T, = C,T. (6) 

A pictorial illustration of the GSC structure for a partially 
adaptive beamformer is obtained from Fig. 1 by replacing C ,  
by T,.  The corresponding optimal adaptive weight vector is 

W ,  = ( T ; R ~ T , ) - ~ T , H R , W , .  (7) 

In uncorrelated interference environments, partially adap- 
tive beamformers are employed to reduce the computational 
complexity and improve the convergence rate of adaptive 
algorithms involving large number of sensor arrays [6], [8], 
PI. 

111. BEAMFORMER PERFORMANCE CRITERION 
In this section, the beamformer mean squared error is 

defined. This mean squared error is then used to evaluate the 
performance of an adaptive beamformer with adaptation space 
range(T,) in the presence of correlated interferers. 

A .  Beamformer Mean Squared Error 

and interference respectively, i.e. 
Let s and n be the portions of z due to the desired signal 

z = s + n  (8) 

then 

Rz = & + Rsn + Ru + R, (9) 

where 
R, = E { s s H }  
R, =E{nnH} 

R,, = R,", = E{snH} .  

The terms R,, and &, represent the correlation between the 
desired signal and the interference. 

The desired beamformer output is 

s = w,Hs = wHs. (10) 

Hence, the desired output signal power is 

P, = w,HR,w,. 
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The beamformer mean squared error M S E  is defined as the 
mean squared distance between the desired s ipa l  and the 
beamformer output, i.e. 

M S E  = E{ 1s - WHZ12). (12) 

An effective beamformer should exhibit small M S E .  Substi- 
tuting (10) and (8) into (12) results in 

M S E  = E{ lwxn12} = &&W. (13) 

B. M S E  Decomposition for Optimal Weight Vector 
In order to see the impact of correlated interference on 

beatnformer performance, the M S E  associated with the op- 
timal beamformer weight vector (7) is decomposed into two 
terms: the term due to the interference and an additional term 
diie to the presence of correlation between the signal and 
interference. 

Since the constraint matrix C is designed to provide 
specified response to the desired signal, a E range(C) = 
rangeL(Cn) c rangeL(Tn), and consequently 

T ~ R , ~  = 0. 

Subsititution of (9) into (7) yields 

Note that the weight vector in (14) is decomposed into two 
components as 

W a = W n + W s  (15) 

where 

For a given adaptation space, wn is the optimal adaptive 
weight vector obtained in the absence of correlated inter- 
ference. It is considered the “best” adaptive weight vector 
available in the sense that it provides the maximum interfer- 
ence cancellation without causing any signal cancellation. The 
term w, is due to the presence of Correlated interference. It is 
responsible for the signal cancellation. 

As illustrated in Fig. 2, the signal and interference com- 
ponents at the output of the nonadaptive beamformer wo 
are s = W ~ Q  and no = wfn ,  respectively. The output 
of the adaptive branch consists of nn = (Tnwn)Hn and 
n, = (T,w,)~Iz.  Define 

n; = no - n,  = (w, - T , u ~ , ) ~ n .  (18) 

In the absence of correlated interference, n; is the interference 
portion of the beamformer output. The term n, is the additional 
component due to the presence of correlated interference; it is 
primarily used to cancel the desired signal. One can easily 
verify that 

E{ntn,} = 0. (19) 

Fig. 2. Decomposition of signals in GSC structure. 

Therefore, the M S E  associated with the optimal adaptive 
weight (14) is 

M S E = E { ( ~ ~ - T Z , ~ ~ ) =  Ei+Es  (20) 
E; = E{)niI2)  (21) 
E, =E{lnSI2). (22) 

E, and E, are respectively termed the interference M S E  and 
the signal cancellation MSE.* Let 

(23) pno = E(In,12) = W F R ~ W O  

Pnn(Tn) = E{Innl2) = Wk&Tn(Tf&Tn)-’ 
* TfRnwo (24) 

Psc(Tn) = wf RsnTn (TfRnTn)-’Tf&swo - 

E, = Pno - pnn(Tn) (26) 
Es = p.c(Tn). (27) 

Note that Pno is the interference power at the nonadaptive 
branch output. Pnn(T,&) is the interference power at the adap- 
tive branch output in the absence of correlated interference; it 
represents the beamformer’s interference cancellation capabil- 
ity. Psc(Tn) represents the beamformer’s signal cancellation 
capability in the presence of correlated interference; it is equal 
to the signal cancellation MSE. 

In uncorrelated interference environments R,, = 0, hence 
Psc(Tn) = 0, and the beamformer output power is 

Po = wfRswo + W ~ & W  = P, + M S E .  (28) 

The minimum output power is P y n  = P, + E,. Therefore, 
minimum M S E  = E, is achieved via output power minimiza- 
tion. However, in correlated interference environments 

Po = P, + M S E  + wfRSnw + w H h s ~ , .  

(25) 

It can be shown easily that 

(29) 

The minimum output power is now 

PFin = Ps + pno - Pnn(Tn) 
- psc(Tn) + W k R s n W o  + wk&swo 

- Pns(Tn) - P,*,(Tn) (30) 

where 

pns(Tn) = Wk~Tn(TfRnT, ) - lT~&swo .  (31) 
E, actually represents both the signal cancellation and changes in inter- 

ference cancellation that occur as a result of correlated interference between 
the signal and interference. However, the signal cancellation is usually the 
dominant and most significant effect. Hence, we refer to E,  as the signal 
cancellation MSE.  
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Due to the presence of the cross terms, both signal and 
interference are suppressed when minimum output power is 
achieved. Hence, output power minimization does not yield 
small MSE in the presence of correlated interference. 

where @ denotes the direct sum of subspaces. If the partially 
adaptive beamformer has nonadaptive weight vector 

wq = W, - V,(Vf&V,)-lV,&~, (41) 

where 
IV. PARTIALLY ADAPTIVE BEAMFORMING SOLUTION 

the adaptation space is demonstrated in the previous section. 
Here we propose restricting the degrees of freedom in the 
beamformer to limit signal cancellation capability. 

A. Motivation 

The dependence of signal and interference cancellation on R, = R;/"(I - P(T,))R,H/2, (42) 

then it Can be shown that pnn(W,, T n )  = Pnit(wo, CT~), while 
P,c(wq,T,) = Psc(wo,Tn). Hence, when the nonadaptive 
weight vector is chosen according to (41), fully adaptive 
interference cancellation is obtained with partially adaptive 
signal cancellation. 

It is straightforward to show that 

P,,(T,) I Pnn(Cn) (32) B.  Partially Adaptive Beamformer Design 

PSC(T,) I P,C(C,) (33) The above discussion assumes the interference scenario is 

if range(T,) c runge(C,). That is, both signal cancellation 
capability and interference cancellation capability degrade 
when the dimension of the adaptation space is reduced. The 
goal is to choose the adaptation space so that the signal 
cancellation capability is greatly reduced while any loss in 
interference cancellation capability is minimized. If this goal 
is achieved, then the output power minimization criterion will 
yield a small MSE. 

It is easy to show that 

P,,(T,) = .,HP(Tn)zn (34) 
Psc(T,) = z:P(T,)zs (35) 

where 

P(T,) = R,"/~T, (T,H&T,) -~T,"  R : / ~  
is the projection matrix onto 

range( Rf/'T,) (36) 
z, =P(C,)R,H12w, (37) 
z, = P ( C , ) R ~ ( l ~ z ) & s w o .  (38) 

Note that P(TiL)P(C,) = P(T,,)  since ru.nye(P(C,)) C 
range(P(T,)). The goal of partially adaptive beamformer 
design is to choose T, such that P,,(T,) x 0 and P,,(T,) z 

There is no signal cancellation if P(T,)z, = 0. This is 
P,,(C,). 

achieved if 

T,"R,,w, = 0. (39) 

Recall T ,  = C,T, so (39) implies THC,"&,w, = 0. Such 
a T always exists provided p I y - 1. Thus, only one adaptive 
degree of freedom must be removed from the fully adaptive 
beamformer to prevent signal cancellation. 

Removal of this degree of freedom will generally decrease 
the beamformer's interference cancellation. However, while 
this degree of freedom must be excluded from the adaptive 
portion of the GSC to prevent signal cancellation, it can be 
included in the nonadaptive portion to enhance interference 
cancellation, as suggested in [IO]. Let U,, be the unused 
adaptation space, i.e. 

known; in practice it is generally unknown. Here we use a 
parameterized interference model to accomodate uncertainty 
in the interference scenario. Let the vector 8 parameterize the 
interference environment. For example, 8 may represent the 
number of interferers, their locations, spectral characteristics, 
etc. R, and kS are assumed to be completely determined 
by 8, and their explicit dependence on 8 is indicated by the 
notation &(e) and &,(e). The set of interference scenarios 
over which T ,  is designed is represented by a discrete set 
Q = {&,k = 1 , 2 , - - . , K } .  Here K is chosen so that the 
8 k  adequately sample the range of interference scenarios of 
interest. 

An average mean squared error minimization partially adap- 
tive beamformer design procedure was proposed in [ll]. 
However, this procedure results in a very complicated opti- 
mization problem. An alternate solution is pursued here by 
limiting the beamformer's signal cancellation for each scenario 
within the set Q. That is, we choose T ,  to satisfy 

(43) Ps, (T , ,8)  I 6,,Ve E Q 

for some positive 6,. Note that 6, is the upper bound on 
signal cancellation for any interference scenario in &. It may 
be chosen as a small fraction of the expected signal output 
power. Satisfaction of (43) generally requires removal of mul- 
tiple degrees of freedom from the fully adaptive beamformer 
adaptation space. 

The procedure proposed here for choosing a T, that satisfies 
(43) is similar in spirit to the point design procedure described 
in [12] for partially adaptive beamformer design in noncor- 
related interference environments. The strategy is to remove 
from the original basis of range(C,) those basis vectors 
that lead to severe signal cancellation. At an interference 
scenario 8 of interest, Psc(Tn,8) is computed using the 
current adaptation space range(T,). If Psc(T,, 8) exceeds 
the specified tolerance, the adaptation space is reduced by 
one dimension, i.e., a column in range(T,) is extracted. 
This process is carried out in a sequential order through all 
possible scenarios. Since PaC[T,, 8) only decreases as the 
adaptation space dimension is reduced, removal of additional 
columns never enhances the beamformer's signal cancellation 

range(T,) @ range(U,) = range(C,) (40) capability. 
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In order to achieve condition (39) at a given interference 
scenario e, we propose removing ts(e) = T,T~&, (e )m,  
from T,. Many methods can be used to remove a given basis 
vector from a subspace spanned by a set of basis vectors. We 
adopt the following QR decomposition technique. Let 

Its(@) T n ]  = QR = [q Tk V,]R (44) 

where Q is a unitary matrix and R is an upper triangular 
matrix. Since R is upper triangular and ts(e) # o, the first 
column of Q, q, represents the same 1-D space as t,. T:, 
contains the columns of Q corresponding to nonzero rows of 
R (except the first column q)  while V, contains the columns 
of Q corresponding to zero rows of R. Thus, range(TL) is 
the new adaptation space. Note that the removal of ts(e) not 
only completely eliminates signal cancellation at scenario 8 
but also generally reduces the signal cancellation capability at 
neighboring scenarios. Hence, usually only a few components 
of the original adaptation space need to be removed in order to 
satisfy the signal cancellation constraint over the interference 
scenario set &. 

The multilevel design procedure described in [12] may 
also be employed to approximately minimize the number of 
components removed. Define a sequence of L perfsrmance 
levels 61 > 6, > . . . > SL = So. We begin with 61 and proceed 
to SL. The performance levels are often chosen as a set of 
decreasing functions of the expected signal output power. 
As an example, we may choose 61 = 0 . 5 w ~ R , w o , 6 2  = 
0.3wfR,wo, and 63 = 6, = O.lwfR,w,. This constrains the 
worst case signal cancellation to be less that 10% of the signal 
output power. Values of L ranging from two to four generally 
yield satisfactory results. At each level we only remove 
those components that cause signal cancellation levels higher 
than the current performance level. This multilevel design 
procedure essentially removes components from the original 
adaptation space based on their relative signal cancellation 
contributions. Components which result in the most severe 
signal cancellation are removed first. The following is a 
pseudo-code description of this procedure: 

Tn = c, 
for = E = 1 to L 

for k = 1 to K 
if = P,,(T,,, 63,) > bl 

perform QR decomposition [Ts(e)  

set T,, = cL. = [q TL V, ]R  as in (44) 

end-of-if 
end-loop-on-k 

end-loap-on-l. 

Tnl 

Next, the nonadaptive weight vector wo is modified to 
improve the beamformer's interference cancellation capability 
over the set of likely interference scenarios. That is, we choose 
a new nonadaptive weight vector wq that solves 

where wq is cotlstrained to be of the form wq = w0 - IlnWm. 
Here U, is defind in (40) and wm represents the p - q 
available degrees of freedarn in wq. Since wq is nonadaptive, 
it is independent of 8 and (45) is equivalent to the quadratic 
minimization problem 

niin (w, - Un~m)HRav(~o - Unw,,,) (46) 
W, 

where 

R"" = [&(e) - Rn(e)TrdT:&(8)T,)-1 
t ) E Q  

. Tf&(e). (47) 

Solving (47) for wnl gives the nonadaptive weight vector 

wq = wo - U,(U,HRa"U,)-'U,HR""~o. (48) 

V. PERFORMANCE ANALYSIS 

As noted in the previous section, reducing the number of 
adaptive degrees of freedom leads to loss in both signal and 
interference cancellation capabilities. In this section we assess 
the relative effects of partially adaptive beamforming on signal 
and interference cancellation from both time and frequency 
domain perspectives. This sis does not consider the 
effects of modifying the beamformer's nonadaptive weight 
vector. 

A. Time Domain Analysis 
If T, is chosen to satisfy (39), then 

range(P(C,)) = range(P(T,b)) range(z,). (49) 

Thus 

and 

= pnn ( ~ n  ) + pnn ( c n  ) COS' +z (51) 

where $z  is the angle between z, and z,. We then obtain 

p7Z71(TT1) = P , l L ( c V L ) ( l  - $Z) (52) 
PSC(T,) =o. (53) 

The partially adaptive beamformer experiences very little Ioss 
in interference cancellation if 

cog2 +z %5 0. (54) 

The success of partially adaptive beamforming depends on 
the relative orientation of the vectors z, and zs.  If z,, and 
z, are orthogonal, then choosing T,, to satisfy (39) yields 
z, E runyeL(P(Tn)) and z , ~  E ~ U T L ~ ( P ( T , ) ) .  Thus, 
Y(T,)z, = o and P(T,)z, = z,, . In this case, fully adaptive 
interference cancellation (P7,,(YY,) = P,,,, (C,)) is obtained 
with zero signal cancellation (Psc(l',) = 0). On the other 
hand, if z, and z, are coHinear, then any choice for T, 



QIAN AND VAN VEEN: PARTIALLY ADAF'TTIVE BEAMFORMING FOR CORRELATED INTERFERENCE RWECTION 511 

will reduce P,, and P,, equally and the partially adaptive 
approach does not yield any performance improvement in 
the sense that P , , ( T , ) / P & f , )  = P,,(C,)/PSc(C,). In 
practice, z, and z, will generally be neither orthogonal nor 
collinear; the partially adaptive beamformer's signal cancel- 
lation capability is completely disabled while its interference 
cancellation capability is reduced by the factor 1 - cos2 &. 
Note that 

consists of the desired signal and a single correlated interferer 
arriving from directions 8, and e,, respectively, in white noise 
of power oz. (This analysis is extended in the Appendix to 
include additional uncorrelated interferers.) Let S2(w) and 
C2(w) be the power spectral densities of the desired signal and 
correlated interferer with S(w) and C(w)  their positive square 
roots and p(w)  be the cross correlation coefficient between 
signal and interferer ( lp(u)l  5 1). Under these assumptions 

where P,, is defined in (31). 
Recall that n, and ns are the components of the adaptive = 6:' p(w)c(w)s(w) d(w7 d H ( w ,  ") dw (60) - "I 

branch in the GSC used to cancel the kterferece no and signal 
s, respectively, at the nonadaptive beamformer output. Let 
~ ( n , ,  n,) be the cross correlation coefficient between n, and 

where d(w, e )  denotes the m a y  response vector [61 in direction 
0 and at frequency w .  P,, and P,, are now rewritten as 

n, for a fully adaptive beamformer (T, = C,) ,  i.e. ' w2 -1 

p,, = 1, ~ , n ( W ) U H ( W )  dw [C U ( 4 U H ( 4  CLJ + a211 
(56) 

E{nEn,) 
JE{n;Cn,}E{n:n,}. 

r(n,, n,) = 

(61) 
Straightforward calculation shows 

(57) 

Hence, good interference cancellation can be obtained with 
zero signal cancellation if the components n, and n, from 
the adaptive branch of the fully adaptive beamformer are 
weakly correlated. This result is intuitively satisfying. If n, 
and n, are uncorrelated, then T ,  can be chosen so that only 
n, passes through the adaptive branch. This results in fully 
adaptive interference cancellation and zero signal cancellation. 
In contrast, if n, and n, are correlated, then the portion of n, 
that is correlated with n, will not be present at the adaptive 
branch output when T ,  is chosen to prevent signal cancellation 
and less of the interference at the nonadaptive beamformer 
output is cancelled. 

If there is strong correlation between an interferer and 
the desired signal such that complete signal cancellation 
occurs(s x n,) and the beamformer attains nearly complete 
interference cancellation (no x nn), then we obtain 

by substituting no and s for n,, and n, in (56) and (57). Equa- 
tion (58) indicates that the relative magnitude of W:&.~W~ = 
E{nos*} is the determining factor for the potential effective- 
ness of the partially adaptive beamforming approach. If the 
correlation between no and Y is small relative to the total power 
in no and s, then an effective partially adaptive beamformer 
can be designed. 

B .  Frequency Domain Analysis 
An alternate perspective of the effectiveness of the partially 

adaptive beamforming approach is obtained by analyzing the 
capability of the adaptive branch frequency response to match 
the nonadaptive branch frequency response. 

Assume all signals of interest lie in the frequency band 
in [ w ~ ,  wz] and for ease of exposition that the environment 

where 

U ( W )  and qn(w) represent the frequency content of the cor- 
related interferer at the output of the blocking matrix T ,  
and nonadaptive beamformer wo, respectively. q,(w) is the 
frequency content of the portion of the desired signal at the 
nonadaptive beamformer output that is correlated with the 
interferer. 

The expressions for P,, and PSc are simplified by repre- 
senting U ( W )  in terms of an orthonormal set of basis functions. 
Let R, = sw",' u(w)uH(w) dw have the eigendecomposition 

R, = VEzVH (66) 

where ,Ez is a diagonal matrix of eigenvalues and the columns 
of V are the corresponding eigenvectors. We assume the 
eigenvalues are ordered 

Define the transformed basis for the frequency content of the 
blocking matrix output 

u ( w )  = , E - 1 V H u ( W ) .  (68) 

The case where some of the eigenvalues are zero is easily 
accommodated by replacing the inverse in (68) with a psue- 
doinverse. Note that a zero eigenvalue indicates that U ( W )  
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has no component in the space spanned by the corresponding 
eigenvector. The orthonormality of U ( # )  is easily verified 

Hence, assuming Tn = C, and R, is rank T,  (55) is rewritten 
as 

= E-lVHRJE = I .  (69) Here we see that cos2 4, corresponds to the cosine squared of 

Substituting VEu(w) for .(U) in (61) and (62) yields 

P,, = hEZVH[V(Z2 + a21)VH]-'VEhn 
P,, = hfEVH [V(E2 + a21)VH]-1VEh, 

(70) 
(7 1) 

where 

Simplifying (70) and (71), we obtain 

the angle between h: and hi. 
If qn(w) = aqs (w)  for some constant a, then h, = a*h,. 

In this case cos2& w 1 and partially adaptive beamforming 
is ineffective. In particular, if the signal and interferer are 
narrowband, i.e., w1 = w2, we have qn(wl) = crq,(wl). 
Indeed, since R, = u(wl)uH(wl) is rank one in this case, 
it is easy to verify that ?(U) = 1. Consequently, Pnn and P,, 
are independent of the adaptation space represented by T n  
and we conclude that partially adaptive beamforming cannot 
succeed with narrowband signals. 

In the case of strong correlated interference Ip(w)I2 x 1. 
Again assuming Tn = Cn and nearly complete signal and 
interference cancellation, we have 

Pn, = C2(w)Iw? d(w,  dw pm = c lhni12 (74) 6' 
psc = 2 -1hsilz. (75) 

a; 

a=1 
= Jc: I q n ( W ) 1 2 d w  (81) 

a = l  
P, = ly S2(w)Iwf d(w,  8,)12 dw 

If we assume that R, is approximately rank T ,  that is, the 
eigenvalues satisfy 

where h: and h: contain the first T elements of h, and h,, 
respectively. 

The vectors h, and h, are the coordinates of qn(w) and 
q,(w) in the space spanned by the components {u,(w)}  of 
the vector function u(w) . Hence, the interference cancellation 
level is determined by the projection of the nonadaptive branch 
interference frequency content onto the space spanned by the 
adaptive branch interference frequency content. Similarly, the 
signal cancellation level is determined by the projection of 
the portion of the signal frequency content in the nonadaptive 
branch that is correlated with the interferer onto the space 
spanned by the adaptive branch interference frequency content. 
The goal is to choose T, and w, so that there is a good match 
between the nonadaptive and adaptive branch interference fre- 
quency content and a poor match between the adaptive branch 
interference frequency content and the correlated portion of 
the signal in the nonadaptive branch. Replacing C, with T,, 
shrinks the space spanned by the basis u(w). Modification of 
w, changes the projections of qn(w) and qs(w) onto this space. 

Similar to (77) and (78) 

and (58) is expressed in the alternate form 

Here cos2 q5* corresponds to the cosine squared of the angle 
between the functions qn(w) and q,(w). Equation (84) also 
follows from (80). If nearly complete signal and interference 
cancellation is attained, then both qn(w) and q,(w) lie almost 
entirely in the space spanned by the elements of u(w). u ( w )  is 
an orthonormal basis so the inner product involving hk and h: 
are equivalent to the inner product involving qn ( U )  and q, ( U ) .  

VI. EXAMPLES 
The performance of two partially adaptive beamfomers 

obtained through the multilevel point design (PD) procedures 
described in Section IV is evaluated in this section and 
compared to that of a fully adaptive beamformer and the CSS 
beamformer. 



QIAN AND VAN VEEN: PARTIALLY ADAPTIVE BEAMFORMING FOR CORRELATED INTERFERENCE REJECTION 513 

The array employed has nine sensors in an equally spaced 
linear geometry with nine tap FIR filters in each sensor 
channel, resulting in a total of 81 weights. The uniform 
structure is chosen for convenience, and is not required by the 
partially adaptive beamforming technique. The tap spacing is 
chosen in accordance with the Nyquist sampling rate so that 
frequency is normalized on the interval [0,7r], i.e., the sampling 
time is normalized to 1. The distance between adjacent sensors 
is one-half the wavelength of the highest signal frequency. All 
signals are assumed to lie in the frequency band [9/11~,7r]. 
The desired signal arrives from the direction perpendicular to 
the array, i.e., at a direction sine of 0. Five of the available 81 
degrees of freedom are used to provide a unit gain and linear 
phase response in the desired signal direction. The interference 
spectra are assumed white on [9/117r,7r]. The desired output 
signal power (1 1) is normalized to 1 in this example. 

A. Fully Adaptive Beamforming 
Here we illustrate the signal cancellation phenomenon when 

fully adaptive beamforming (FAB) is employed in a correlated 
interference scenario. Assume there are two uncorrelated inter- 
ferers with direction sines 0.45 (26.74') and -0.55 (-33.37'), 
each of power level 10 relative to signal power spectral 
density. A correlated interferer which is a delayed (0.1 sec) 
and scaled (0.8) version of the desired signal is also present at 
direction sine -0.22 (- 12.71"). The background white noise 
level is 0.01. 

If fully adaptive beamforming is employed, the beamformer 
output power is Po = 0.0012 which indicates severe signal 
cancellation. In this case, P,, = O.2357,Pn, = 0.2353, and 
P,, = 0.9989. Therefore, fully adaptive beamforming not only 
cancels the uncorrelated interferers but cancels the desired 
signal as well. The corresponding MSE = 0.9993. This signal 
cancellation is also evident in the adapted beampattem. As 
shown in Fig. 3, unit gain is obtained at direction sine 0 as the 
result of linear constraints. Two nulls are formed at direction 
sines -0.55 and 0.45, corresponding to the two uncorrelated 
interferers. The beamformer does not put a null at direction 
sine -0.22, the correlated interferer's direction. Instead, the 
correlated interferer is amplified by 1/0.8 and phase shifted 
appropriately to cancel the desired signal. 

B.  Partially Adaptive Beamforming 
A partially adaptive beamformer is now designed as de- 

scribed in Section IV. For the design process, two uncorrelated 
interferers are assumed to be present with direction sines in the 
intervals [0.2 11 ([11.54', 90'1) and [--1, -0.51 [-90°, -30'1, 
respectively. The correlated interferer's direction sine is as- 
sumed to be in the interval [-0.4, -0.21 [-23.58', - 11.54'1. 
All other interference information is assumed known. Using a 
2-level (61 = 0.3, 62 = 0.1) point design procedure, a partially 
adaptive beamformer of dimension 7 1 is obtained. Evaluating 
the partially adaptive beamformer for the same interference 
scenario used for the fully adaptive beamformer, we have 
P,, = O.2357,Pn, = 0.2315, and P,, = 0.0001, resulting 
in MSE = 0.0103. The beamformer output power is Po = 
0.9047. Therefore, severe signal cancellation is avoided at the 

beampattern 
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Fig. 3. 
response at a different frequency in the band 9/11a, a]. 

Beampattem of fully adaptive beamfomer. Each line represents the 
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Fig. 4. 
the response at a different frequency in the band [9/11~. a]. 

Beampattem of partially adaptive beamfomer. Each line represents 

expense of a slight degradation in interference cancellation 
capability. The adapted beampattern shown in Fig. 4 indicates 
that an approximate null is placed at the direction sine of each 
interferer. 

The partially adaptive beamformer performance is further 
evaluated using 1500 interference scenarios uniformly dis- 
tributed on the intervals assumed for design. The maximum 
MSE is 0.0382 and the average is 0.0070. Hence, the partially 
adaptive beamformer performs very well for all assumed 
interference scenarios. 

C .  Comparison with Frequency Domain Averaging Method 
The partially adaptive beamforming (PAB) technique pro- 

posed here is effective for broadband signals. An altemate 
technique for correlation reduction in broadband signal envi- 
ronments is the frequency domain averaging or CSS technique 
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TABLE I 
MSE PERFORMANCE AS A FUNCTION OF CORRELATED 

INTERFERER TIME DELAY FOR PARTIALLY ADAPTIVE (PAB), 
css, AND FULLY ADAFTIVE (FM) BEAMFORMERS 

n 1 PAB M S E  I CSS AISE I FAB MSE I 

[4]. Here the performance of adaptive beamformers designed 
using these two techniques are compared. 

As is shown in the previous example, an effective partially 
adaptive beamformer can be designed for a wide range of 
interference scenarios. However, the CSS method requires 
preliminary estimates of the interferer and signal directions. 
These estimates result in much smaller direction-of-arrival 
(DOA) intervals than those used for the previous exam- 
ple. Therefore, a new set of interference scenarios based 
on assumed DOA estimates are used here to design the 
partially adaptive beamformer. Three unity power interferers 
are embedded in -30 dB white noise: two uncorrelated 
interferers (one with incident angle in the interval [-52', 
-48'1 and the other in the interval [8", 12O]) and a correlated 
interferer whose incident angle is in the interval [28", 32'1. 
The latter is a delayed version of the desired signal. The 
possible time delay of the correlated interferer is assumed to 
range from 0 to 10 time units. 

The CSS method uses -52O, -48', - lo ,  lo ,  8', 12', 28', 
and 32" as the DOA estimates. In order to construct a square 
(9 x 9) full rank focusing transformation matrix, a fictitious 
signal from direction 80' is also included. While a time 
domain approximation of the CSS transformation is proposed 
in [13], we use the exact frequency domain transformation to 
optimize the CSS method performance. Note that the exact 
transformation cannot be physically implemented. 

A 62-dimensional partially adaptive beamformer is designed 
for a set of likely interference scenarios that consists of all 
combinations of three interferers from the same intervals used 
by the CSS processor ([-52", -48'1, [ go ,  12'1, [28', 32'1) 
with the correlated interferer's time delay in the range [0, lo]. 

Partially adaptive, CSS, and fully adaptive beamformer 
performance is evaluated at 1250 distinct interference sce- 
narios obtained by varying uniformly within the set of likely 
interference scenarios. The result is summarized in Table I as a 
function of the time delay. The average MSE's for each time 
delay value are obtained by averaging over 125 scenarios. 

The partially adaptive beamforming technique significantly 
outperforms the frequency domain averaging technique over 
this range of time delays between the desired signal and cor- 
related interferer. The frequency domain averaging technique 
avoids severe signal cancellation only when the time delays 
i t ~ e  relatively long. This is because that the frequency domain 

averaging technique requires the time delay to be much longer 
than the reciprocal of the signal bandwidth (= 11/27~ = 
1.7507 in this example) even when the exact interference 
directions are available [4]. The partially adaptive beamformer 
is effective for situations where the time delay between the 
desired signal and interferers is very short, even where the time 
delay is zero. Furthermore, it accommodates a wider variation 
in the interferer's DOA's. 

VII. SUMMARY 

In this paper, we propose a partially adaptive beamform- 
ing technique to prevent signal cancellation in the presence 
of correlated interferers. By decomposing the beamformer's 
output mean squared error into an interference mean squared 
error term and a signal cancellation term, a partially adap- 
tive beamformer design criterion is proposed. This criterion 
constrains the beamformer signal cancellation level for a set 
of likely interference scenarios. A procedure is given for 
designing a partially adaptive beamformer that satisfies the 
criterion. Analyses in both time domain and frequency domain 
reveal that the effectiveness of the approach is dependent 
on the cosine squared of the angle between interference and 
signal vectors. This method is only effective for broadband 
signal environments. Simulations demonstrate that the partially 
adaptive beamforming approach is effective even when the 
time delay between the desired signal and correlated interferer 
is very short. 

VIII. APPENDIX 
Here we extend the frequency domain analysis to include 

additional uncorrelated interferers. For simplicity, we only 
assume one additional uncorrelated interferer from direction 
8, with power spectral density N 2 ( w ) .  The case of multiple 
noncorrelated interferers follows directly. The interference 
covariance matrix now becomes 

R, = 6' C2(w)d(w,ec)dH(W,ec)  +N2(w)d(w,8,)  

. d H ( W ,  e,) dw + 21. (85) 

Let the eigendecomposition of 
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Therefore, as before, we have 

P,, = hFdiag (A) U? h, 
U? + a’ 

where 

h, = ly U ( w ) q F ( w )  dw 

h, = lW’ U ( w ) q f ( w )  dw 
J d l  

and diag(a:/[a: + U’ ] )  denotes a diagonal matrix whose ith 
diagonal element is u?/(up + 02). 
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