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Efficient Signal Processing Techniques for Exploiting
Transmit Antenna Diversity on Fading Channels

Gregory W. Wornell,Member, IEEE and Mitchell D. Trott,Member, IEEE

Abstract—A class of powerful and computationally efficient this form of diversity can be exploited depends on delay
strategies for exploiting transmit antenna diversity on fading constraints in the system relative to the coherence time of the

channels is developed. These strategies, which require simple,_ .. . . . . .
linear processing at the transmitter and receiver, have attractive fading process, which, in turn, is a function of, e.g., vehicle

asymptotic characteristics. In particular, given a sufficient num- SPeeds in mobile applications. These constraints are often
ber of transmit antennas, these techniques effectively transform quite stringent for two-way voice communication but can, in
a nonselective Rayleigh fading channel into a nonfading, simple principle, be significantly milder for broadcast applications.

white marginally Gaussian noise channel with no intersymbol Error-correction codina 11 combined with interleaving. or
interference. These strategies, which we refer to as linear antenna ! ing [1] ! with 1 ving,

precoding, can be efficiently combined with trellis coding and Precoding techniques of the type described in [2] [3], are ex-
other popular error-correcting codes for bandwidth-constrained amples of ways in which temporal diversity can be efficiently
Gaussian channels. Linear antenna precoding requires no addi- exploited.

tional power or bandwidth and is attractive in terms of robustness S L di ity is effecti h he fading is f

and delay considerations. The resulting schemes have powerful ~SPectral diversity is eftective when the fading Is frequency-

and convenient interpretations in terms of transforming nonse- Selective, i.e., varies as a function of frequency. This form of

lective fading channels into frequency- and time-selective ones. diversity can be exploited when the available bandwidth for
transmission is large enough that individual multipath com-

|. INTRODUCTION ponents can begin to be resolved. Examples of systems that

GNAL processing has an increasingly important role tiike advantage of frequency diversity are direct-sequence or
lay in wireless communications systems for a host &fequency-hopped spread-spectrum communication systems,
applications. Examples include digital cellular networks anghich are designed to use wideband transmission formats.
mobile radio, wireless LAN’s and wireless local loops, digital Even in situations where the fading channel is nonselec-
audio and television broadcasting systems, and indoor wirel¢is®, i.e., neither time selective nor frequency selective, or
and personal communication systems. Indeed, accommodaitivigen system constraints preclude the use of these forms of
the dramatic growth in demand for such services and megtmporal or spectral diversity, spatial diversity can be used
ing increasingly challenging performance specifications, Wiy provide substantial improvement in system performance.
require that sophisticated signal processing algorithms be @patial diversity involves the use of multiple antennas suf-
integral part of next-generation systems. ficiently well-separated at the receiver and/or the transmitter
In wireless applications, fading due to multipath propagatiqat the individual transmission paths experience effectively
severely impacts system performance. However, the effefi§e ongent fading. The extent to which this form of diversity

of fading can be substantially mitigated through the usfean be exploited depends on issues such as cost and physical

of diversity techniques in such systems via appropriate§(Ze constraints

designed signal processing algorithms at both the transmitter he use of multiole antennas at the receiver. which is
and receivers. Practical, high-performance systems require tgfj dt b di ity s fairl i ' loited
such diversity techniques be efficient in their use of resourcesced 10 as receive diversily, IS fairly €asily expioited.
such as power, bandwidth, and hardware cost and that tHBy€Ssence, multiple copies of the transmitted stream are
meet often stringent computational and delay constraints. '€ceived, which can be efficiently combined using the appro-
Three main forms of diversity are traditionally exploitedPriate matched filter, i.e., maximal-ratio combining [4]. As
in communication systems for fading channels: tempordhe number of antennas increases, the outage probability is
spectral, and spatial diversity. driven to zero, and the effective channel approaches an addi-
Temporal diversity is effective when the fading is timetive Gaussian noise channel, which simplifies communication.
selective, i.e., fluctuates with time. The degree to whiddowever, receive diversity can be impractical in a number
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Yo nl— '(? m =0,1,...,M — 1. At the receiver, we obtain
M-1

r[n] = wln] + Z U Y [1] (1)

4o
Y1 [”]4’?\ m=0
4 — r[n] where w[n] denotes the receiver noise, which is complex-
7

valued, zero-mean, white circular Gaussian noise with variance
No. Given sufficient physical separation among the constituent

win] antennas, the fading coefficients,a:,...,ay—1 can be
Yoy [n]—> modeled as mutually independent, complex-valued, zero-mean
circular Gaussian random variables with variange
A1 This nonselective fading model is generally applicable to

systems in which any time variations in the channel are very
slow relative to the symbol duration, and frequency variations
are on scales much larger than the system bandwidth. As such
with knowledge of the channel parametéievertheless, we this model is applicable to narrowband channels where the
show in this paper that practical bandwidth-efficient techniqug§|ay spread is smaller than the symbol durafiéithough it
for exploiting transmit diversity can be developed and that they ot developed in this paper, the generalization of our results
dramatically improve system performance. In particular, Wg frequency selective channels is straightforward and yields
develop a class of highly efficient linear signal processing algre additional spectral diversity benefit one would anticipate.
rithms for exploiting transmit diversity on nonselective fading |y addition, we assume that the fading coefficients,
channels without incurring bandwidth expansion. Moreoveghich are independent of the noisgn], are not known at
these algorithms can be efficiently combined with other formge transmitter butare known at the receiver. Of course,
of diversity and error-correction coding to further improvgerfect channel knowledge at the receiver is impossible, and
system performance. in general, channel identification must be addressed in con-
Our framework is also a natural and convenient one fQinction with diversity exploitation. However, the two sets of
analyzing and relating a variety of novel, bandwidth-efficientsyes are largely separable, at least for the moderately slowly
linear transmit diversity strategies that have been proposed,iyying channels that arise in land-mobile radio and related
the literature. These include the work of Wittneben [6] angnpiications. In practice, the receiver can obtain estimates of
Winters [7] and that of Hiroikeet al. [8] and Weerackody the channel coefficients via a trained or blind algorithm. While
[9]. Finally, other aspects of the framework and the assg-detailed investigation of channel measurement algorithms
ciated strategies, including information-theoretic issues, a§fid of the impact of imperfect channel identification is beyond
developed in the companion work [10], [11]. the scope of this paper, we emphasize at the outset that we will
An outline of the paper is as follows. In Section Il, Weestrict our attention to diversity techniques that do not display
describe the class of channels of interest, and in Section e sensitivity to small inaccuracies in channel measurement

is developed for such channels. In Section IV, we explore thgategies.

characteristics and design of such transmit diversity schemes

based on specifically linear time-invariant antenna processing. m
In Section V, we show that generalizing the strategy to allow

linear periodically time-varying processing leads to important The information-theoretic capacity of the spatially selective
advantages both in terms of performance and implementatié®ding channel in Section Il can, in principle, be approached

Fig. 1. Multiple-antenna nonselective Rayleigh fading channel.

. LINEAR ANTENNA PRECODING

Section VI contains some concluding remarks. arbitrarily closely through the use of a suitably designed cod-
ing scheme [10]. In particular, a set of nonlinear systems, one
Il. CHANNEL MODEL for each antenna, would be designed for mapping the bit stream

to the set of coded symbol streamgn], y1[n],. - ., yar—1[n]

In our development, we focus on equivalent discrete-timg the transmitter. At the receiver, an associated nonlinear
baseband models of the passband channels both because )&% would decode the bit stream from the received signal.

are conceptually and analytically convenient and because théyy, practice, the computational complexity required to

lead naturally to transmitter and receiver algorithms havingnieve rates near this capacity is prohibitive; therefore,
efficient implementations on digital signal processor (DSRje complexity of the transmitter and receiver are generally
based ar_chltectures. . _ ) constrained. In this paper, we constrain complexity by
In particular, we consider a system wilif transmit anten- .o nsjdering a transmitter structure in which the bit stream is
nas depicted in Fig. 1, where the (generally complex-valuefs hrocessed by a single, suitably-designed error-correcting
transmission from theuth antenna we denote using,[n] for  cqger. The resulting coded symbol stream is then processed

1Classical techniques that can be used when significant bandwidth eprvy alinear processor at each of the constituent antennas of
sion is acceptable are described in, e.g., [4]. Likewise, see, e.g., [5] for
examples of transmit diversity techniques that exploit the availability of a 2Such is the case in indoor applications when the bandwidth is less than
feedback path. However, note that feedback cannot generally be exploitediout 200kHz and outdoor applications when the bandwidth is less than about
applications such as broadcasting. 20kHz.
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In anticipation of our subsequent development, we restrict

holn] — yplnl our attention to families of signature sets with some convenient

characteristics. We term such signature seisnissible.
Definition 1: A family of signature sets is termeatimissi-

ble if the following conditions are satisfied:

h1[”] > Yy [n]

x[n] M-1
;| M-
3 2 Mm@ =1 alle (42)
INM " 1 Mt
hy[nd |—> Yy [n] pr(w,v) = I g—:o Hy,(w) Hyy, (v) — 0,
Fig. 2. Linear time-invariant antenna precoding. asM — oo—Whenw £ v (4b)

the transmitter; we refer to this second stage of processing’éiere it is sufficient for the convergence in (4b) to be

“linear antenna precoding.” This transmitter constraint leadf®!Ntwise.

to a dramatic reduction in system complexity while incurring Condition (4a) is a natural one; it ensures that the total

a modest cost in terms of system capacity [10]. average transmitted power is independenibfIn particular,
We also impose additional complexity constraints on tHE€ transmitted power at theth antenna is

receiver. In particular, we consider a structure whereby the 1 =

received signal is first processed by a linear equalizer, after var ym[n] = M

which it is processed by a decoder appropriately matched to g -

the coder used at the transmitter. As we will see, this additionghere 5, (w) is the power spectrum of the symbol stream

constraint makes for further attractive compIeX|ty-capaC|§y[n]_ Hence, the total transmitted power is

tradeoffs, particularly when large numbers of antennas are

|Hm(u))|2 Saz(w) dw

involved. M-1 1o~ [ ML

In the sequel, we usgn] to denote the coded symbol stream Z var Ym[n] = %/ [M Z |Hm(w)|2] Sza(w) dw
that is supplied to the linear antenna precoder at the transmittef»=0° . - m=0
In turn, at the receiver, the linear equalizer processe¥to _ 1
obtainz [n]—in effect, estimates of the coded symbols—which 27 ) &
are subsequently decoded.

Sza(w) dw = var z[n]

where the second equality follows from (4a). Condition (4b)
is less transparent at this stage; it will ensure that certain
IV. LINEAR TIME-INVARIANT ANTENNA PRECODING attractive asymptotic characteristics can be achieved.

When the linear antenna precoding takes the form of specif-lt is straightforward to construct examples of systems that
ically linear time-invariant (LT1) filtering, as will be our focus POSSess these properties. For instance, a natural approach to
in this section, the resulting precoder takes the form depict@Bt@ining transmit antenna diversity is to assign each antenna
in Fig. 2. We useh,,,[n] to denote the (generally complex-2 distinct portion of the available bandwidth. In terms of our
valued) unit-sample response of the filter associated with tff@mework, this corresponds to the use of antenna signatures
mth antenna and refer to this as a “signature” of the precod¥fith ideal bandpass characteristics, i.e.,

Ir_1 turn, the co\l/l\?cr?orr]l_ ofM &_gnaturei is ref_errefl to as the H, () = VM mr /M < |w| < (m+ )yn/M
signature set. With this notation, we have, via (1), m =91 0 elsewhere ifw| < 7 .
1 That the condition (4a) is met with these signatures is imme-
ymln] = VM _z_: fm[] 2ln = k. 2) diately apparent. To verify (4b), it suffices to note that for any
B distinctw andv, pp(w,v) =0 for all M > n/||jw| = |V|].
The associated Fourier transform of each signature will beThe ideal bandpass signatures are infinite length and, fur-

denoted by thermore, unrealizable. However, families of practical finite-
length signatures with the desired characteristics can be readily
H,(w)= Z B [n] €797, (3) constructed. To develop this result, first note that for signatures
n hm[n] of length A, we can construct the matrix representation
Of interest will be the behavior of such transmit diversity ho[0] holl] — -++  ho[M —1]
schemes for different antenna array sizels Accordingly, h1[0] Pifl] oo MM —1]
for future convenience, we refer to a collection of signature - : : - : ()
M—1 : ) X : : . :
sets {h[n]},,—, indexed by as afamily of signature hara[0] har—i[l] - haroo[M —1]

sets. Although our signature notation does not indicate the
associated value of parametgf, this will generally be clear  For such signatures, we have the following theorem, whose
from context. straightforward proof is contained in Appendix A.
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Theorem 1: For a family of signature sets whose constituenthich is a zero-mearr-periodic, Gaussian random process
signatures have length/ to be admissible in the sense ofin frequencyw, with variances2. Hence, we see that the
Definition 1, it is sufficient tha in (5) be a unitary matrix, antenna precoding effectively transforms the original nonselec-
i.e., that each signature set consist of orthogonal signaturesive fading channel into a frequency-selective fading channel.

From Theorem 1, we see that we can conveniently chooseThis key observation has important implications for receiver
an arbitrary unitary matrib# to construct our signature set.design. In particular, it implies that any of a variety of tradi-
For example, when we choo%¢ = I, wherel is the M x M tional approaches to decoding in the presence of intersymbol
identity matrix so that,,,[n] = é[n —m], we obtain a scheme interference can be exploited. Examples include maximum
explored both by Wittneben [6] for the casd = 2 and, likelihood sequence detection, decision feedback equalization,
more generally, by Winters [7]. In these schemes, each anteigpalinear equalization [12]. When suitably designed, such
transmits a delayed copy of the sequenge]. We can also receivers can exploit this inherent frequency diversity to
chooseH = F or H = E, which are the discrete Fouriersypstantially improve system performance.
transform (DFT) and Hadamard matrices, respecti¥éfe |t is also important to note that the frequency selective
former corresponds to a generally complex-valued signatiRannel synthesized via antenna precoding has some properties
set and can be viewed as a finite length variant of thgat naturally occurring frequency selective channels typically
frequency band allocation example described earlier. Howevgp not. For example, choosing precoding signaturgn| to
for M = 2, the DFT- and Hadamard-based schemes specialig@et the conditions of Definition 1 ensures that the resulting
to a common scheme that is also explored by Wittneben [6fraquency diversity has strong asymptotic mixing character-

Note too that for the choic#] = 1, the transmitted signals jsiics which allow a more substantial diversity benefit to be
ym[n] have the same amplitude characteristic (i.e., margin@lyjized. In addition, the channel identification problem that
probability density function) as[n] regardless ofM. By st he addressed in practice is substantially easier in our

contrast, forll = &, the amplitude distribution for eaa.[n]  aqe than for naturally occurring frequency-selective channels
approaches a Gaussian f8f — oo. Hence, for largeM, g6 tq the way in which this channel is parameterized.

the peak-to-average power requirements can be demanqun this section, we restrict our attention to linear equalizers,

Moreover, all transmit diversity schemes of the type we ha\(lﬁ]ich remain practical even when the number of antennas is

describe(_j have the property that the_ signal_ cqmppnent IgFge, and follow the equalizer with a decoder. Specifically,
the received waveform has an amplitude distribution th\:}\}

is asymptotically Gaussian due to the superposition of th%e consider an LTI equ_allzer_wnh unit-sample respobisg
. 7 . . SO that the equalized signal is
multiple transmissions. This property may be attractive from
certain transmission security perspectives. .
Z[n] = b[n] xr[n] = Z blk]r[n — K] 9)
k

A. System Characteristics and Receiver Design

Linear antenna precoding has a powerful interpretation asrageneral, since the receiver knows the fading coefficients,
channel transformation strategy. To see this, observe thatthg equalize[n] will depend on the channel respongg:].
specializing (1), the received signal can be expressed in ther example, one possible choice for the equalizer is the
form matched filter, for whictb[n] = a[—n]. This is equivalent to
a traditional RAKE receiver, which is often used to exploit

rinl = aln] * 2] + win] ) frequency diversity [13]. However, we will see that other
where equalizers have significant advantages in our application.
M1 In the sequel, we will develop some important system prop-
_ 1 R 7 erties that result when any of a broad range of linear equalizers
a[n] = > am hmn] 7 : : :
VM = is used. To allow for precise results, we impose some relatively

. . . . mild restrictions on the class of equalizers under consideration.
is the unit-sample response of the “effective” channel 9€8hecifically, we have the following definition.

erated by the antenna precoder. This channel has frequen%efinition 2: Let bn] be the unit-sample response of an

response LTI equalizer with frequency respond&(w). Then,b[n] is an
] Ml admissibleequalizer if B(w) can be written in the form
Alw) = i Z A, Hy (W) (8)
m= B(w) = f(A(w)) (10)

3 The DFT matrix of dimensio is defined via ) ) ) )
whereA(w) is as defined in (8), and wheif-) is a complex-

valued function that satisfies the admissibility conditions:
whereas=,;, which is the Hadamard matrix of dimensiad, is defined 1) f() is bounded within any finite region of the complex
recursively whenl is a power of two: Fon/ = 2, 4, ..., plane, i.e., for everyR, there exists a positive real
constantM (R) < oo such that

[F]L = C—J'Qrk'l/x\/]

[1

M= A By Eumy
’ V2 [Baye —8um

where=; = 1. lf ()] < M(R) forall |2| < R .

2
/2
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2) f(-) grows more slowly than a quadratic exponentiagsymptotic result, we will see that the equivalent quasi-
ie. Gaussian channel is a useful model even when the number
of antennasM used is finite.

In effect, Theorem 2 implies that using an increasingly
large number of transmit antennas redueasancein system
performance. To appreciate what this means in practice, it is

#[n] = b[n] * a[n] * z[n] + b[n] * w[n] (11) useful to consider a scenario in which there are a collection of

suitably spaced receivers all at roughly the same radius from

so that the transmitter. With a single transmit antenna, the signal-to-

noise ratio (SNR) of the transmitted data as measured at a
receiver will vary from receiver to receiver. However, when

is the effective frequency response after equalization. Note ti&nsmit diversity via a multiple antenna cluster is exploited,
if B(w) is an admissible equanzer, then boﬂﬁw) and C(w) this variation from receiver to receiver is reduced. Moreover,

have means and variances that are not only finite but, via (19?‘,r asymptotic result establishes that using a large number
are also functions only 052 and not ofw. Accordingly, we Of Such transmit antennas, variation from receiver to receiver
a . 1

F(z) ~o(ef*")  for everye > 0.

For any LTI equalizetb[n], we have that

denote these quantities using is effectively eliminated. In other words, all receivers “see”
the data at effectively the same SNR. This property can also
= EBwW)]  pe=E[C(w)] be interpreted as meaning that the outage probability as it is

af = var B(w) 02 = var C(w). usually defined (i.e., the probability that the SNR drops below

some prescribed threshold at a receiver) is driven to zero as

In turn, we obtain the following conceptually appealinghe number of antennas is increased.
theorem that characterizes the composite system consistings another interpretation, this theorem can also be viewed
of the antenna precoder, channel, and equalizer. A proofg§ the transmit diversity counterpart of an analogous result
provided in Appendix B. established for a class of bandwidth-efficient temporal di-

Theorem 2: Let z[n] be a sequence of zero-mean uncorrgrersity schemes in [2] and [3]. As a result, many of the
lated symbols, each with enerdy. Furthermore, for ever§/,  comments that apply in the temporal diversity scenario have
let a,, form =0,1,..., M —1 be a collection of independentcounterparts in this transmit diversity case. For example, we
zero-mean complex-valued Gaussian random variables Wiiless that Theorem 2 focuses primarily on the second-moment
varianceo,. Finally, supposeé|n] is the unit-sample responsecharacteristics of the equivalent model. In particular, the noise
of an admissible equalizer in the sense of Definition 2 and thb%] is not, in general, a Gaussian process—only marginally
the antenna precoder signature sequerice:| satisfy the so Hence, that the sample$n] are uncorrelated does not
conditions (4). Then, a8/ — oo, we have thati[n] defined jmply they are independent. Likewise, whilen] and v[n]

via (11) with (7) satisfies, for each,® are uncorrelated, there are invariably higher order statistical
#n] 3 poaln] + vfn] (12) dependencies between these sequences.

The utility of the equivalent model lies in the fact that it

where v[n] is a complex-valued, marginally Gaussian, zerguggests some powerful and computationally highly efficient
mean white noise sequence, uncorrelated with the input symEesteiver structures. In particular, in the absence of additional

streamz([n], and having variance coding, good performance can be maintained if computation-
) ) ) ally expensive, Viterbi-algorithm-based maximum likelihood
varv[n] = €07 + No(o7 + |p]?). (13) sequence detection of the type described by Winters [7] is

: . , . replaced with simple symbol-by-symbol detection, as would
Theorem 2 asserts that given transmit antenna diversity 0l | .<oq4 on a true additive white Gaussian noise channel

this form, the channel “_s.een” by the_ coded sym_bol stream g,en more significantly, such simplifications mean that it is
Fransformed from a fading channel into a marginally Gauts\gfactical to combine this antenna diversity with additional
lan white noise channel. From (13), we see there are W0 orrection coding for the Gaussian channel, as suggested
components in this equivalent noise: One component is dé'grlier. For example, if trellis coding is used, the usual Viterbi

to _the original _receiver noise, whereas the second is dagcoding can be applied after equalization as if the channel
to intersymbol interference (ISI) generated by the transmﬂ}eﬁ! Gaussiaf
9

diversity and, hence, has a variance that scales with the sym general, system performance will depend substantially on

energy. In effect, we see that this ISl is transformed INRe particular equalizer chosen for the system. Indeed, the SNR

a comparatively more benign form of uncorrelated, addltlstsociated with the equivalent channel of Theorem 2 depends

noise. Furthermore, while Theorem 2 establishes only 8ftongly on the choice of equalizer. Consequently, a useful
4The order notatiom(-) is to be interpreted in the usual sensep(f) ~  Criterion for equalizer design is to select among admissible
o(q(z)), then equalizers that yielding the largest SNR in the equivalent

fim  PG)

|z]—oc q(Z) =0

6The price we pay for such substantial computational advantages of this
strategy can be measured in terms of the usual performance limitations
inherent in the use of linear equalizers; for a discussion of such losses, see,

5We use the notatioA> to denote convergence in the mean-square senseg., [12].
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channel. Conveniently, whéfiz] is admissible, the SNR in the diversity scheme and that generated by temporal diversity via
equivalent channel follows immediately from Theorem 2 asspread-response precoding in [2] and [3].
Specifically, while the SNR in the original channel, i.e.,

|/¢Lc|2
B)=
)= g+ ) o) = AGIEE: .
2 0 w) - Y ( )
_ [E[A@)BW)] 14 0
var[A(w) B(w)] + & £[| B(w)|?] is both random and varies as a function of frequeagyvith
where the optimum equalizer, i.e., (16), we immediately obtain that
the SNR in the asymptotic equivalent channel is a deterministic
&o = No/Es. (15) constant of the form
The resulting optimization problem is then directly analogous Yo = b 1= % -1 (18)
to one that arose in [2] and [3], and the solution, which [ﬁ} Coc® E1(Co)
follows from a relatively straightforward application of the
Cauchy—Schwarz inequality, is given by where
A*(w) o2,
B —_— 16 1/(p = Flao(w)] = 19
(CU) X |A(w)|2 +£0 ( ) /CO [ 0( )] NO ( )
where the constant of proportionality is arbitrary. is the average SNR in the original channel, and whgré )

The optimum equalizer has some useful interpretatiordgnotes the exponential integral [14] defined via
First, this equalizer not only maximizes the equivalent chan- o 4
nel SNR but also, when suitably normalized, makgs] a Ei(v) :/ C (20)
minimum mean-square error linear estimatex$t]. This is v ot

appealing from the point of \{iew of implementation since it A potentially useful estimate of capacity for our transmit
suggests that adaptive equalizers based on least-mean-s sity scheme results when we ignore the higher order

(LMdS). or reCtL.J rswi Ieast-squa(rjeg t(RLS)t z?_lgorlthms Cfntl%?atistical dependencies in the equivalent channel of Theorem
used in practice. As a second interpretation, we note i nd view the channel as strictly Gaussian channel. In this

the numere}tor of (16) is a conventlonal matched fl|.tel’ ("ecase, the mutual information betweefn] and.[n] whenz[n]
RAKE receiver); therefore, the denominator can be viewed S Gaussian is

an additional compensation stage that takes into account the
special characteristics of the equivalent noise in this context, C =log(1+7) = —log (COCCO E1(¢o)) (21)
as discussed earlier.

As a final comment, we emphasize that, in effect, thighich suggests bit rates that may be achievable when suffi-
section has identified a broad class of transmit diversity stratgently extensive additional coding is applied to the bit stream
gies having the characteristic that the variance in performariggfore precoding at the antennas.
from receiver to receiver is driven to zero as the number of As is developed in [10], this effective capacity can be
antennas is increased. Within this class, through optimizatigompared with that of related transmit diversity systems with-
of the equalizer, we have identified those strategies havirgit such stringent computational constraints. For example,
asymptotically and simultaneously, the best possiterage removing the constraint that the front end of our receiver be a
performance. Moreover, as we will see in the next section, thigear equalizer and allowing an arbitrarily complex decoder
use of such transmit diversity leads, in fact, to a substantiahds to an increase in capacity. Specifically, with no receiver
increase in average performance over that in single antermstraint, the capacity of the asymptotid (— oo) transmit-
systems. antenna diversity channel using linear antenna precoding with

signaturesh,,,[n] = §[n — m] takes the form [10]
B. Performance

= Ellog = % E1 (o). 22
In this section, we develop useful closed-form bounds ‘L [log(1+ ao)] = e £1(Go) (22)

on the performance of our transmit diversity system with |t in addition, we remove the constraint that the antenna
finitely many antennas/ by examining asymptotic b?hav'o_r'grecoding be linear and allow an arbitrarily complex encoder
Furthermore, the bounds we obtain are asymptotically tight each antenna, then still higher capacities are achievable. In
and allow us to quantify the performance that is achievable Jarticular, the corresponding asymptotied (— o) transmit-

practice using massive (i.e., very largé¢) transmit antenna diversity channel has capacity [10]
clusters. Additional aspects of the performance of the schemes

for finite M are developed later in Section V-D. Cr = log(1 + E[ao]) = log(1 +1/¢)

The asymptotic §/ — oo) performance characteristics of
the optimized transmit diversity system can be convenientlyhich is equivalent to the capacity of an additive white
developed by further exploiting the common form of th&aussian noise channel, and can be compared with the capacity
equivalent quasi-Gaussian channel generated by our transasgociated with unconstrained receive diversity [11]. These
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° ' S | ' @ = e

sk . ];0[”]
vy [n]
%% x(n] —=glnk] 1?1[nj
: g (1]
EM-1[”]

Fig. 4. Linear periodically time-varying antenna precoding structure.

0 L 1 L 1 L 1

-5 0 5 10 15 20 25 At high SNR (i.e., smalky), the bit error rate with infinite
transmit diversity via antenna precoding is given by
Fig. 3. Rayleigh fading channel capacities with infinite transmit diversity.

The solid curve is the capacity estimatecorresponding to the use of linear 10g(1/Co) 1/(2(’0) 26
antenna precoding at the transmitter and linear equalization at the receiver. P~ 1— —W ) (26)
The dashed curve indicates the capacity when linear antenna precoding /CO 0g 0

is used but there are no receiver constraints. Finally, the dash-dotted curve ﬁ e . . L . b
the transmit diversity capacigr when there are no transmitter or receivelVNereas that with infinite receive diversity is given by

constraints. PR~ Coc_l/(QCO). 27)

capacities are depicted in Fig. 3 as a function of average SNI®mparing (26) with (27), we see that both fall off faster than
in bit per sample. any power of SNR and that the difference amounts toga
When augmenting linear antenna precoding with codingpe penalty in the transmit case. In principle, these results can
to approach capacity, the quasi-Gaussian equivalent chareieb be compared with the achievable uncoded bit error rate
model suggests that any of the traditional forms of coding f@;, when the optimum unconstrained receiver is employed.
the bandlimited additive white Gaussian noise channel woulthis bit error rate was explored by Winters [7] for the choice
be appropriate. In particular, as we suggested earlier, convefisignature set corresponding &g, [n] = §[n — m]. In this
tional implementations of trellis-coded modulation appear tase, the optimum nonlinear receiver implementing maximum
be well suited to this application. Although achievement dikelihood sequence detection has a complexity that grows
rates near capacity requires codes with very high constrainponentially with the number of antennas, in contrast to the
lengths, short codes can be used in practice to achieve mimear growth in complexity when our receivers based on linear
modest performance enhancements. In fact, even with equalizers are used.
additional coding, the use of antenna precoding leads toAs we indicated at the outset, the asymptotic bit error rate
substantially reduced bit-error rates over systems without sudsults we have described provide useful bounds on what can
transmit diversity. be obtained in practice using these methods with finite transmit
As an illustration, consider the case in whiatin] is diversity (M < oc). However, the LTI antenna precoding we
an uncoded quadrature phase-shift keying (QPSK) symitalve developed thus far is somewhat impractical to implement.
stream. With infinite transmit diversity in the form of antennghe problem arises because even with a finite number of

precoding, the average bit error probability is antennas, the optimum equalizer has, in general, an infinite
P = (/%) 23) :fr?gth, unrealizable_ uni.t—sample response. In addition, while

inite-length approximations can give reasonable performance

where in practice, they do so at a cost of excessive delay. Fortunately,
1 eo —12/2 these problems can be conveniently circumvented through a

Qv) = \/—2_7r/u ¢ dt generalization of the basic linear antenna precoding strategy,

and wherey, is as defined in (18) with (19). which we develop next.

For comparison, without transmit diversity, the average

. e V. LINEAR PERIODICALLY
QPSK bit error probability is [13] TIME-VARYING ANTENNA PRECODING

1 1
Po==-1—- ——= 24 In this section, we consider a case in which the processing at
0=5 < ToR 1) (24) p g

_ o _ _ _ _ ~each antenna takes the form of more general linear periodically
while with infinite (normalized) receive diversity and maximatime-variant (LPTV) filtering. We restrict our attention to a

ratio combining, it is particular class of such systems that admit the factorization
_ depicted in Fig. 4. In particular, the coded symbol stregn]
Pr = Q(l/\/C_o). (25) is first processed by a common LPTV prefilter that is time
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varying with some period X > 2 and has length/, and proportional to the inner product between the corresponding

whose kernel we denote hyn; k]. The result columns ofH in (5), i.e.,
yln] =Y gln; K xln — K] (28) cov(a[n], all]) = Ela[n] a*[1]
k M-1
2 *
is then subsequently processed at each of the antennas. Specif- =Y Z b [] 1, [1] (33)
ically, this prefiltered stream is modulated at each antenna by m=0
a different M-periodic sequence, i.e., Hence, the coefficients[0], a[1],...,a[M — 1] will be statis-

~ tically independent when the columns Hf are orthogonal.
Ym[n] = hin[n] y[n] (29) 15 determine the appropriate normalization of the signa-
where h,,[n] is the generally complex-valued periodic sefures, we impose the constraint the total transmit power be
quence associated with theth antenna. We usé,,[n] to conserved. Provided the prefilter is an orthonormal transfor-
denote a single period of this modulating sequence, i.e., Mation, as we will impose in Section V-B, we obtain, via

: (28), that
hn[] = hm[n] 0<n<M-1
Tl 0 otherwise var y[n] = var z[n]. (34)

and refer to this as the “signature” of the associated anténridsing, in order, (29) and (34), we obtain that the total
We first consider the design of the signatukgsin] and then transmitted power is

turn our attention to the design of the prefilter kerppi; . M—1 M1
Z var ¥, [n] = var z[n] Z [P [0]]2. (35)
A. Signature Design m=0 m=0

To design suitable signature sequences, we begin by congithce this total transmitted power must equat z[n], we
ering the response of channel to the prefiltered symbol streghitain the condition that the columns & must have unit
y[n]. For this subsystem, we have, using (29) in (1), that norm.

(30) Hence, we see that to achieve the maximum diversity benefit

rn] = wipl + alnlyln] and simultaneously meet our power constraint, it is necessary

where and sufficient thalH must be a unitary matrix. Equivalently,
M_1 it is necessary and sufficient that the signatures (i.e., rows of
an] = Z a/rnﬁrn[n] (31) H) be an orthonormal set.
m=0 Evidently, there are infinitely many signature sets that

sure the independent fading condition. For example, the
oiceH = I corresponds to a strategy in which prefiltered
symbols are dealt among the antennas and transmitted in order.

is an M -periodic fading sequence. For future convenience, v@ﬁ
denote one period of this sequence usilfig], specifically, ¢

M1 A disadvantage of this particular choice, however, is the high
a[n] = Z A han 1] (32) peak-power requirement. As an alternative, we could choose
m=0 H = F, whereF is again the suitably sized DFT matrix. In

From (30), we make the important observation that thhis case, the result can be interpreted as an efficient discrete-
signature modulation subsystem effectively transforms tliene variant of the phase-sweeping transmit diversity system
original nonselective fading channel into a time-selective onexplored by Hiroikeet al. [8] and Weerackody [9]. As a
As such, this transformation is the dual of the nonselectifimal example, the choicdl = =, where = is again the
to frequency-selective transformation we explored in Sectidtadamard matrix, has some particularly attractive characteris-
IV as an interpretation of LTI antenna precoding. From thigcs. First, like the DFT-based signatures, the Hadamard-based
perspective, we see that our prefilter should be designedstgnatures have minimal peak power requirements. Second,
allow the inherent time diversity introduced by the modulatiosince Hadamard-based signatures are binary valued, they can
process to be efficiently exploited at the receiver. be implemented with very low computational complexity,

The maximum time diversity benefit is obtained when theequiring additions and sign changes but no multiplies.
fading is independent among time samples within a period,
and thus, we design our signature sequences to ensure BaPrefilter Design
this condition is met. To proceed, it is convenient to again
collect our signatures into a matrix of the form of (5).

From (32), we see that the coefficiead$], a[1], ..., a[M —

1] are zero-mean and jointly Gaussian. Moreover, the ¢
relation between an arbitrary pair of these coefficients

We next turn our attention to the design of a LPTV prefilter
that can exploit the time diversity generated by the signature
modulation process. It is important to recognize at the outset
at prefiltering can be avoided (i.e., we canget k] = 6[&]),
b?ovided coding is used prior to the antenna precoding stage of
_ "We remark in advance that the paramefiiplays a relatively minor role the transmitter. In particular, suitably designed error correction
's”uftﬁhcisdien"z'%pc’:i‘fe”.t' and in fact, as will become apparent, fdhg= 2 4 qing can be used to achieve a substantial diversity benefit on
8 Again, although the signaturle,, [n] is a function of the parametevz, time-selective fading channels like those we have synthesized
for notational convenience, we suppress this dependence. through our antenna precoding. However, this coding, as
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TABLE |
Bin/ s Lk TR gl NONZERO TAPS OF THE PERIOD-2 MAXIMALLY
— : \ SPREAD LPTV PREFILTER WITH SPREAD M = 8§
Sin-1] |~ UK H‘ Tk -t gdn I n=[0 1 2 3 4 5 6 7I
xfnf I e R B y o e > y[n/

VBl |41 L +1 -1 +1 41 —1 +1
[ VBailn] +1 1 41 —1 —1 —1 +1 —1

Sfn-K+l] —= 1K —{ Tk |— gxanl
Fig. 5. Canonical realization of a linear periodically time-varying systemWhereA(w) is the Fourier transform of the delay chain of

order K, i.e.,

W —w(K—1)1T
well as the associated decoding that would be required at Aw)=[1 e ... riwlE-D] (40)
the receiver, can be computationally prohibitive in practic?r,Ie orthogonality conditions are equivalent to the con-

particularly when the number of antennas is large. dition that the polvohase matri be paraunitard®
When computation is constrained, [2] suggests that the b (@ Qw) = I pop Q) P ¥

diversity benefit is often achieved by combining (or sometime The maximally spread prefilters are those orthogonal LPTV

even replacing) coding with suitaply designed prefiltering. IQ/stems for which the unit-sample responggis] are binary
particular, the bandwidth-preserving LPTV Spread'reSpon\§§Iued.Aconvenient construction for the associated polyphase

pregoders developeq in.[3] (after' [2]) are naturally suited g8,y Q(w) is recursive. Specifically, we let our zeroth-order
prefilters for our application, as will become apparent. Indeeéi

for Rayleigh-distributed time-selective fading channels, thekg YPN2se matrix bé

orthogonal systems provide, in an appropriate sense, the op- Q©® (w)=E. (42)

timum linear diversity benefit with very low computational . .

complexity [3]. Then, to _obtaln systems for which the spreddexceedsk,
The prefilters of interest are, specifically, theaximally- we exploit the recursion [3]

spreadLPTV precoders developed in [3]. In the remainder of Q) () = 2 A(M'~1w) QY (w) i=1,2, ... (42)

this section, we briefly summarize their salient characteristics

for the purposes of this paper. A canonical description forv#here A(w) is the diagonal delay matrix whose diagonal

general periods’ LPTV system is given by the input-outputis constructed from the elements d(w), i.e., A(w) =
relationship diag A(w) with A(w) as defined in (40). It is straightfor-
ward to verify that the recursion (42) leads to a set of
. binary sequences; indeed, one can interpret (42) and (41)
ylnl = Z Z e[lK — i] gi[n — IK] (36)  as implementing a particular succession of simple sequence
I=—o0 =0 concatenations initiated with Hadamard sequences.
which is specified in terms of a vector df unit-sample  Using (39), we can also express the recursion (42) directly in
responses terms of the Fourier transform of the signature set; specifically,
we have, fori = 1, 2, ...,

GO(w) = EA(K'w) GV (w). (43)

+oo K-1

gl = [goln] ailn] - gx—a[n]] (37)

The effective length ospreadof the prefilter is defined to
be the length of this vector sequengfn]|. The associated
implementation for these systems is shown in Fig. 5.

The LPTV system effects an orthonormal transformation
its input samples when the vector sequegge| or, equiva-
lently, its Fourier transform vector

From (43), we can verify that the length gfr] grows by a
factor of K with each application of the recursion so that, in
gprticular,g(i)[n] has spready = Kt fori=0,1, 2, ....

Several sets of signature sequences obtained by the recur-
sion (42) with (41), and corresponding to different values of
K and M, are tabulated in [3]. As one example, fAr = 2

= oy and M = 8§, the nonzero taps ofo[n] and gi[n] are given
Gw)= > gn]eion in Table I.
= [Golw) Gi(w) -+ Gr_i(w)]* (38) C. System Characteristics and Receiver Design

. . . As in the case of LTI antenna precoding, it is natural
meets certain conditions. In particular, when we express tpe

: ) 0 consider using a linear equalizer at the front end of our
set of Fourier transforms (38) in the polyphase form receiver, as depicted in Fig. 6. Specifically,

G(w) = Q(Kw) A(w) (39) 2n] = glksnliln — K] (44)
k

91t is straightforward to relate this kernel notation to that in (28). The
response of the system at timeto a unit-sample at time — k is ,
10The superscript denotes the conjugate-transpose operation.
gln; k] = gi[n — IK] 11For convenience, we restrict our attention to ordéfs for which
Hadamard matrices exist. These include, for example, all inteferthat
wherel and0 < i < K —1 are uniquely defined via the relatién= [/ —i.  are powers of two.
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$fnJ . wherev[n] is a complex-valued, marginally Gaussian, zero-
rin] glk:n]|—> x[n] mean white noise sequence, uncorrelated with the input symbol
streamz[n]|, and having variance
bin] varv[n] = €,02 + No(of + |]?). (49)
Fig. 6. Receiver structure for linear periodically time-varying antenna pre- . .
Cogding‘ P Y ying P The SNR in the equivalent channel of Theorem 3 then

follows analogously as

|2

— o2+ &o(ay + | ?)
|Ea[n]b[n]]?

and whereb[n] is a suitable equalizer for the time-selective var[a[n]b[n]] + S E[|b[n]|]
fading. Note that since the prefilter (with kerngh; k]) is an  \here, again,
orthogonal systemg[k;n] is the kernel of its inverse. This
postfilter is conveniently implemented via the transposition of §o = No/Es (51)
the flow graph of Fig. 5. - ?nd is maximum when [2]

In developing some general system characteristics analo-
gous to those developed in Section 1V, we impose similarly g[n] - a*[n] '
mild constraints on the class of equalizers under consideration. la[n]|? + &o

In particular, admissible equalizers in this case take the form Theorem 3 establishes that the generalized transmit diversity
b[n] = f(a[n]) (46 schemes we have developed in this section have the same

attractive asymptotic characteristics as those considered in

where f(-) is a complex-valued function that also meets thgection IV. However, for finite transmit antenna arrays, these

where ’y(b) |uc

§ln] = bln] rln] (45)
(50)

(52)

admissibility conditions of Definition 2. generalized schemes have some important advantages. In
With equalizers of this type, we have that particular, unlike the optimized transmit diversity schemes

. based on LTI precoders, those we have optimized from an

gln] = ¢[n]yln] + bln] wln] (478) LPTV framework have the characteristic that the system delay

is finite. Indeed, the fading equalizer (52) introduces no delay,

where whereas the pre- and post-filtering each introduce dalgy
&n] = afn] g[n]_ (47b) therefore, the overall delay is proportional to the number of
antennas.
When orthogonal signatures are used as developed in Sec-
tion IV-A, then D. Performance
Efa[n]] = 0 vara[n] = o2 The infinite-diversity results described in Section IV-B

a*

provide useful bounds on what can be achieved using finite
Hence, it follows in turn that if[r] is an admissible equalizer, transmit antenna diversity. In this section, we present empirical

then bothg[n] and¢[n] have means and variances that are néesults on the finite-diversity performance When the optimized
only finite but are also functions only aof2 and not ofn. LPTV antenna precoders are used. In particular, using max-

Accordingly, we denote these quantities using imally spread prefilters (withX' = 2) and the optimum
5 equalizers, the performance of LPTV antenna precoding is
Py = E[b[n]} pe = E[é[n]] depicted in Fig. 7 for several different antenna array sizes. In

addition, the performance without antenna diversity & 1)
and the performance with infinite transmit diversify (— oo)

The counterpart of Theorem 3 for the case of LPT\s superimposed. Note that while additional antennas invari-

precoding then follows immediately from the results of [2fPlY give better performance, Fig. 7 indicates that there are
3]. diminishing returns beyond a moderate valuel6f Moreover,

Theorem 3: Let z[n] be a sequence of zero-mean uncorrdlardware costs and system delay constraints typically limit
lated symbols, each with enerdy. Furthermore, for evergs, Values ofM that can be used in practice. _
let a,,, for m = 0,1,...,M —1 be a collection of independent_ FOr comparison, Fig. 8 shows the corresponding (normal-
zero-mean complex-valued Gaussian random variables wig§d) performance of systems employing traditional receive
varianceo2. Finally, supposé[n] is an admissible equalizer,@nténna d|verS|Fy with maxmal ratio (_:omblnmg for various
that the lengthd/ antenna precoder signature sequences fo@fitenna array sizes. Comparisons of Figs. 7 and 8, particularly
an orthonormal set, and that maximally spread prefilters Wen power asymmetries are taken into account, suggest
spread)M are used. Then, a8/ — oo, we have thati[n] that, when available, receive diversity is more effectively

defined via (44) with (47), (28), and (32) satisfies, for each exploited via linear processing. However, as our results also
demonstrate, in many applications such as broadcasting where

#[n] 23 pexn] + vln) (48) receive diversity is less practical, exploiting transmit diversity

o = var b[n] o2 = varén).
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Fig. 7. Bit error probabilities using uncoded QPSK on the Rayleigh fadirfgig. 8. Bit error probabilities using uncoded QPSK on the Rayleigh fading
channel with transmit diversity in the form of linear antenna precodinghannel with (normalized) receive diversity using maximal ratio combining.
with linear equalization. The top curve corresponds to the performantbe top curve corresponds to the performance without antenna diversity
without antenna diversity M/ = 1), while the bottom curve indicates the (M = 1), while the bottom curve indicates the performance bound corre-
performance bound corresponding to an infinite transmit diverdify¢ co).  sponding to an infinite receive diversity{ — oc). The successively lower

The successively lower curves between these two extremes representctiiges between these two extremes represent the performance obtained using
performance obtained usinyy = 2, 4, 8, 16, 32, 64, and 128, transmit M = 2, 4, 8, 16, 32, 64, and 128, receive antennas, respectively.

antennas, respectively. From left to right, the dashed vertical lines denote the

capacitiesC, Cy,, andC, respectively.

nels. Developing and evaluating these extensions represents
ﬁ(r:lother rich direction for further research.

using even only a few antennas can provide a drama As a final example, the transmit diversity schemes in this

reduction in transmit power requwem_ents for a given b\'k/Prk introduce a delay proportional to the number of antennas
error rate and at a very modest cost in terms of additio

ut do not expand bandwidth. In principle, it is possible to
system hardware. More generally, our results suggest that P P b P

a number of applications, the best cost-performance trade Pﬁrde off delay for bandwidth expansion when desirable. As
PP ’ P example, a transmit diversity scheme described by Jakes

;npiii;e d?\f:rlsei\t/;d by simultaneously exploiting both forms ? ], whereby the symbql stream is trans_mitted in dis_ti_nct
' frequency bands at the different antennas, incurs no additional
delay but requires a bandwidth expansion proportional to the
number of antennas. However, schemes of this type are rather
VI. CONCLUDING REMARKS inefficient in their use of the additional bandwidth and are
This paper has developed computationally efficient transntiferefore inherently suboptimum. Exploring how the transmit
diversity strategies that can be used to substantially mitigativersity schemes developed in this paper can be generalized
the effects of fading in wireless communications applicationto allow for efficient delay-bandwidth tradeoffs, and more
Moreover, these techniques naturally lend themselves to prétan compensate for the increase receiver noise power due
tical and efficient DSP-based implementations. to bandwidth expansion, is another promising direction for
Several issues remain to be investigated and represent farther research.
portant directions for further research. One important example
is the issue of channel measurement and tracking. In practice, APPENDIX A
the channel fading coefficients required by the receiver must PROOE OF THEOREM 1
be estimated from the received data, either using training data ) N o
or blind. Future work must explore suitable adaptive equalizer Ve Verify that the conditions (4) are satisfied when the
structures based on, for example, LMS or RLS algorithn%gnature sequences are orthogonal to one another (and nor-

and assess the impact of these structures on overall sysfBalized), i-e.,

performance and the associated sensitivity issues described M-1
earlier. > hmlnl hiln] = 8[m — k).
In addition, the work here has focussed on nonselective fad- =0

N9 (_:har_mels, which is appropr_late in IOW'ba.de'dth er_eleﬁ% this case, the rows df are orthogonal; thereford is an
applications, where the transmitter and receiver are statlonrclrxitary matrix. Then, using (3), we obtain

In wideband scenarios, the channel becomes frequency seldd:
tive, whereas in mobile applications, the channel becomes time M-1M-1

selective. In principle, the techniques developed in this paper pralw,v) =3 > e gy n, ] (53)
can be extended to accommodate this broader class of chan- n=0 [=0
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where
M-1

oarfn, 11 = D hnln] 3, 1]

m=0

(54)
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satisfieslim,—o A(p) = 0.
Now, we exploit the inequality

However, sinceH is a unitary matrix, its columns are also

orthogonal, and hencepys[n,l] = é[n — I]. Thus, (53)

simplifies to
lpai(w, )| = { sin[(w —11/)M/2]
Msin[(w —v)/2]

which, as is readily verified, satisfies (4).

(55)

w=v
wH#v

APPENDIX B
PROOF OF THEOREM 2

2 2 2 2 %
|2 +ly[* _ |27 + Jy] 21§e{pw y} (64)
L+ ol 1—1pl
which is verified as follows:
1 1 2Re{pz*y}
2 2
| -
U=+ W) | T r ~ T3 ) ~ 1o P

_ (2 +1y)lel = 2Re{pay}
1—|pl?

[l + [y = 2Re{e “/z*y}]

el
1—|pl?

__lrl
1—|pP?

: 2
‘a: - e]Z”y‘ >0

We begin with a pair of lemmas that will be useful in the

sequel.
Lemma 1: Let A(w) be a complex-valuegr-periodic zero-

mean Gaussian random process with variang@nd normal-

ized correlation function denoted by
BlAw) A ()]

; (56)

plw,v) = =

Furthermore, let a new random procedséw) be defined via
D(w) = g(Aw))

for some functiong(-) such that

E[fxw)] =0 (57)
E[|D(w)|] <0 (58)
var D(w) < oc. (59)
Then, if?2 p(w, ) =% 0, we have that
= 41? /_7; /_7; E|D(w) D*(l/):| ‘ dwdy — 0.  (60)
Proof: First, we note that
|E[D(w) D*(V)} | < var D(w) < o0 (61)

where the last inequality follows from (59). In turn, using (61)yhere the last equality follows from (57).

with the bounded convergence theorem [15], we obtain

I—0
provided
B|D(w) D*(v)] P25 0. (62)
Hence, it suffices to show that(w,r) "Z%% 0 implies

(62). Lettingz = A(w) andy = A(v), Wherew # v, we see
that it is sufficient to show that

N N +oo +oo
Ao 2E[D@D'0)] = [ [ gwaw
| [ o = 2Refpr)]
@ro? 2 (1= |oP) p{ 202(1— |p2) }“y
(63)

2we use” " to denote pointwise convergence almost everywhere.

where p = |p|e’l” Using, in order, the triangle inequality
and (64), we obtain

IA(p)| < XN (p) (65)
where
+oo +oo
|p|/ / l9()] 9" (w)
2P + o2
(2ro?)? <1+|p|>‘”‘p[ 202(1 + |p |>}d”“"dy'
(66)

However,\'(p) is a continuous function of on 0 < |p| < 1,
and

N(0) = (Ellg()I])*

where the right inequality in (67) follows from (58). Hence,
we conclude thah’(p) is upper bounded in a neighborhood of
p = 0. This result allows us to conclude from the dominated
convergence theorem [15] that we can evalldie asp — oo

by bringing the limit inside the integral in (63), yielding

oo 1 AP
U o) P g,

—oo 2roZ

(67)

=0

P Ne) =
O

Lemma 2: If B(w) is an admissible equalizer in the sense
of Definition 2, then the admissibility conditions gff-) imply
that the zero-mean random procesés;) and

Diy(w) = [B@)P ~ E[|B)P] (68a)
Ds(w) = |C(w)|? - o2 (68b)
with

C(w) = C(w) = e (69)

satisfy
varfw) <o BlICW)]] < % (70)
vrDiw) <o BlDiw)l] <o (7D)
var Da(w) < 50 E[|D2(w)|] < 50 (72)
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Proof: The proof is straightforward and follows from In turn, averaging over the possible channel responggs

observing that we obtain
C(w) = go(Aw)) (73a) B[R,y ualnl] = E[[B@)] 12 / T i g
Dy(w) = g1(Aw)) (73b) , i
Dafw) = g2(A(w)) (730) = MoE (1B 8l &
where where we haye used the fact that since the mean and variance
of A(w) are independent af, so are those of3(w). Next,
go(2) = 2f(2) — ko (74a) we obtain
g1(z) = |f(z)|2 — K1 (74Db) R'vl'vﬂa[ ] = Rblblla n] — E[Rblblla[n]]
92(2) = 2f(2) = pel* = iz (74c)
/ Dl e"“" dw

and where the:,; are finite constants. From (74), we see that

the g;(-) satisfy the admissibility conditions of Definition 2 whe reDl( ) is as defined in (68a). Then,
wheneverf(-) does. Using these conditions in the expressions

oo o var Ry, jaln] = E[|R,U1,Ul|a|2]
var Clw) = P / G2(z) e /90 gy A2
Ty 0 T . - L
1 Too = <2—0> / / E[Dl(w)Dl(l/)} I G d,
~ —1z|? o2 u —J =7
E[I0@I] = goos [ ool /D s .
and Using (4) and applying, in turn, Lemmas 2 and 1 to (82), we

then obtain, for each

; L[ 2y oo
var D;(w) = g;(z)e <) dz

2103 J oo var R, . |a[n] — 0. (83)
L [* 1R/ (202)
[|D (w )@ 202 /Oo l9i(2)] e = dz Hence, combining (81) with (83), we have, for any particular
channel response][-],
for i = 1,2, we obtain our desired results. O
We now proceed to a proof of our main result. Rypiijaln] =5 NoE[|B(w)|?] 8[n]
First, we write :NO(O'E + |Nb|2)6[n] (84)
#[n] = win] + 2[n] (75)  for eachn.
Looking next atz[n] as defined in (77), we expres$n]
where in the form
v1[n] = b[n] * win] (76) 2[n] = va[n] + pex[n]. (85)
and Then
z[n] = c[n] x z[n] (77) vz[n] = &[n] * x[n] (86)
with where
c[n] = b[n] * a[n]. (78) &n] = dn] — pedln] = ¢fn] — Elcn]). (87)
Let us considerw; [n] as defined in (76) first. Therefore,é[n] is a zero-mean sequence.
First, we obtain the mean and covariance, respectively, Ongam for a fixed realization ofi[] (and hencec[]), we
v1[n] given an effective channel responsf] as have
E[vi[n]la] =0 (79) Elvs[n]|a] = &[n] « Elz[n]] =0
and and

No

N jwn 85 A jwn
Rowwdnl =50 [ 1B@P " dw. (60 Rowualt) = 3% [ C@P e d. (@8)
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However, (88) is asymptotically independent «jf]. To see
this, first note that
E[Ryppaln]] = 5> / 02" dw = E,076[n].  (89)
7r —T
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Next, using (86), we have

] =3 Elele’

[k]]é[n = 1] = Esé[n — K]

Elva[n] =

where the last equality follows from the fact that the symbol

Then, since

R'Uz'l;2|a[n] é R'Uz'b2|a[ ] -FE [R'vz'vzla[”]]

& DQ( ) edem dw

2m

where D,(w) is as defined in (68b), we have

var Ry, ., 1a[n] =

E |:|R'U1'U1|a|2:|

~(2) [+

w) Dy (1/)} eI do dy,

stream z[n] is white. Thus, it remains only to show that

1I1.8.

é[n] = 0 for all n.
To see this, we first note that

E[&n]] = 0. (95)

Next,

var é[n] = <27r> /_7T /_7:

Hence, again using (4) and applying, in turn, Lemmas 2 and

w) C* (1/)} eI Gy d,
(96)

(90) 1 to (96), we then obtain, for each

Hence, again using (4) and applying, in turn, Lemmas 2 and var én] — 0. 97)
1 to (90), we then obtain, for each
Hence, combining (95) with (97), we have
var Ry, ., (a[n] — 0. (91) L
dn] =30 (98)
Hence, combining (89) with (91), we have, for any particular
channel response][], for eachn.
m.s.
Ryyuylaln] =5 &, 07 8[n] (92) REFERENCES
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