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MUI-Free Recelver for a Synchronous DS-CDMA
System Based on Block Spreading in the Presence of
Frequency-Selective Fading
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Abstract—We discuss a synchronous direct-sequence code-divi-Sive). Therefore, the interchip interference (ICI) cannot be ne-
sion multiple-access (DS-CDMA) system based on block spreading glected and has to be suppressed by the receiver next to the mul-

in the presence of frequency-selective fading. Note that block yjy,ser jnterference (MUI). A popular receiver that combats ICI
spreading, which is also known as chip interleaving, refers to and MUI is the linear multiuser equalizer [3]-[5]. The design of
a spreading of a data block sequence, which is obtained b a : g

dividing a data symbol sequence into consecutive blocks. For the desired user’s linear multiuser equalizer requireS the knowl-
such a system, we develop a simple new receiver that completelyedge of all the channels and code sequences. To estimate the
removes the multiuser interference (MUI) without using any desired user’s channel based only on the knowledge of the de-
channel information (hence, the name MUl-free receiver). The giraq yser's code sequence, we can, for instance, use the popular
MUI-free operation is obtained by the use of a shift-orthogonal T - . .

set of code sequences on which this receiver is based. Within;ubspace determ|n|§t|c blind multiuser channel estimation algo-
the framework of the MUI-free receiver, we further present fithm [6]-[9], which is related to the standard work of [10] for
a subspace deterministic blind single-user channel estimation TDMA systems with a single user per time channel. Note that in
algorithm. As a benchmark for the MUI-free receiver and the [9], itis shown that it is also possible to design the desired user’s
corresponding subspace deterministic blind single-user channel linear multiuser equalizer based only on the knowledge of the
estimation algorithm, we consider the linear multiuser equalizer . ,

and the corresponding subspace deterministic blind multiuser desired user's channel and code sequence (and not on the knowl-
channel estimation algorithm developed by Liu and Xu for a €dge of all the channels and code sequences). However, even
standard synchronous DS-CDMA system in the presence of exploiting the ideas presented in this paper, designing the de-
frequency-selective fading. We show that the complexity of the sjred user’s linear multiuser equalizer using the corresponding
MUI-free receiver using the corresponding subspace deterministic g ,,snace deterministic blind multiuser channel estimation al-
blind single-user channel estimation algorithm is much smaller . . . .
than the complexity of the linear multiuser equalizer using the gorithm is computatlon.ally complex..Note that there also ?X'St
Corresponding Subspace deterministic blind multiuser channel methods to dll‘eCtly estimate the desired user’s linear multiuser
estimation algorithm. We further show that the performance of equalizer in a blind fashion based only on the knowledge of the
the MUI-free receiver is comparable with the performance of desired user’s code sequence [11]-[14]. However, we will not
the linear multiuser equalizer. This is for the case in which the focus on these methods here.

channels are known as well as for the case in which the channels In thi di h DS-CDMA ¢
are estimated with the corresponding subspace deterministic blind "' (1S Paper, we diSCuss a synchronous - system

channel estimation algorithm. based on block spreading in the presence of frequency-selective

: N . fading. Note that block spreading, which is also known as chip
Index Terms—Blind channel estimation, block spreading, code . . .

division multiple access, minimum mean square error equaliza- |nt§rle§1V|ng [:_LS]' refer§ tlo_a spreading of a data block gequence,

tion, zero forcing equalization. which is obtained by dividing a data symbol sequence into con-
secutive blocks. For such a system, we develop a simple new

receiver that completely removes the MUI without using any

|. INTRODUCTION channel information (hence, the name MUI-free receiver). The

N HIGH-RATE direct-sequence code-division multiple-acMUI-free operation is obtained by the use of a shift-orthogonal
cess (DS-CDMA) systems [1], [2], the multipath propagaset of code sequences on which this receiver is based. Within

tion causes the channels to be frequency selective (time disgbe framework of the MUI-free receiver, we further present a
subspace deterministic blind single-user channel estimation al-

gorithm. As a benchmark for the MUI-free receiver and the cor-
Manuscript received February 9, 1999; revised July 27, 2000. This work wegsponding subspace deterministic blind single-user channel es-

carried out at the ESAT Laboratory of the Katholieke Universiteit Leuven ifimation algorithm we consider the linear multiuser equanzer
the framework of the Concerted Research Action GOA-MEFISTO-666 (Mathe- '

matical Engineering for Information and Communication Systems Technologﬁpd the cor_resp_ondlng SPbSPace dEterm'n'St'_C blind multiuser
of the Flemish Government as well as the IT-program IRMUT (980271) @hannel estimation algorithm developed by Liu and Xu for a

the IWT and was supported in part by the Flemish Interuniversity Microelegtandard synchronous DS-CDMA system inthe presence of fre-
tronics Center (IMEC ) and IUAP P4-02 (1997-2001): Modeling, Identifica- . .
tion, Simulation and Control of Complex Systems, and the Fund for Scientiﬂ:uency'selecnve fadmg [7]

Research-Flanders (Belgium) (FWO). The associate editor coordinating the redn Section Il, the data model of a synchronous DS-CDMA
view of this paper and approving it for publication was Prof. Gregori Vazqueéystem based on block Spreading in the presence of frequency-

The authors are with the Katholieke Universiteit Leuven-ESAT, Heverlee; . . . . .
Belgium. Selective fading is presented. Section Ill then introduces the new

Publisher Item Identifier S 1053-587X(00)09303-X. MUI-free receiver. In Section IV, the corresponding subspace

1053-587X/00$10.00 © 2000 IEEE



3176 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 48, NO. 11, NOVEMBER 2000

s1[k] s1(k] This data block sequencg[k] is then spread by a facta¥

- , block ¢, .
% spreading * i with the lengthV code sequence;[n] (c;[n] # 0 for n =
: : 0,1,---,N—1,ande;[n] = 0forn < Oandn > N), resulting
sa[k] S Dodk ayin] into the chip block sequence [r], which is given by
- 7} spreading

x,[n] = s;[k]e;[n modN], withk = |n/N|. (1)
Fig. 1. DS-CDMA system based on block spreading.

The corresponding chip sequenegn|, satisfying

o] Bk )l oo = x;[n] = [e;[nM] 2;[nM +1] - alln+ DM - 1]F
spreading

is then transmitted at the chip rafé/T’, whereT is the data
symbol period. If we sample the receive antenna at the chip rate

Fig. 2. Block spreading. . . .
9 P 9 N/T, we obtain the following received sequence:

oo

+

deterministic single-user blind channel estimation algorithm is J

discussed. Section V then reviews the linear multiuser equalizer y[n] = Z gj[n']zj[n — n'] + e[n]
and the corresponding subspace deterministic blind multiuser =1

channel estimation algorithm developed by Liu and Xu for a _ _ . . . .
standard synchronous DS-CDMA system in the presence of f%heree[n] IS the_ d|scret_e-t|me a_ddltlve noise at the receive an-
guency-selective fading [7]. In Section VI, we then compare tghna, ancj_;j [7] is the dl_scretg-nme channell from thith user
complexity of the MUI-free receiver using the correspondin%the receive antenna, including the transmit and receive filters.

— o0

subspace deterministic blind single-user channel estimation X modelg; [] as_an F”; f'ltf“L)f OrdeLJ'_W'”} delay |nde>q5]d
gorithm with the complexity of the linear multiuser equalize gf[”]L# ONor ”h_ Ohanl "= H gﬂ'[g] =0 or;]z <0 aInCI
using the corresponding subspace deterministic blind multilﬁb?h j‘).h ote that the larger the order gf[~], the more
channel estimation algorithm. Further, in Section VII, we co erft eJth us(;a_r._d h ved . .
pare the performance of the MUI-free receiver with the perfor- we then VIC e the receive sequeryie] Into cor_13ecut|v_e
mance of the linear multiuser equalizer. This is for the case E%OCkS ofM received samples, leading to the following received
which the channels are known as well as for the case in which MQCk sequence:

channels are estimated with the corresponding subspace deter-. ., T
ministic blind channel estimation algorithm. We end with some il =lylrM] yind +1] yl(n+1)M —1]]

conclusions in Section VIII. we can write

Il. DATA MODEL T e ) )

We first introduce some basic notation. We use lowercase vl ; I sl lestn =]+ eln) @)
boldface letters to denote vectors and uppercase boldface let-
ters to denote matrices. In addition wheree[n] is similarly defined as/[n], andG;[n] is the dis-

()T transpose; crete-timeM x M matrix channel from thgth user to the re-

(-)* complex conjugate; ceive antenna, given by the equation at the bottom of the page.

()2 Hermitian transpose; Sinceg;[n] is an FIR filter of orderL; with delay indexs,,

|| absolute value; G,[n]isanM x M FIR matrix filter of order[(6; + L;) /M| —

|| - || Frobenius norm. |6;/M | with delay index|6,/M| (G;[n] # Op forn =

Let us then describe a DS-CDMA system based on blo¢K,; /M| andn = [(6; + L;)/M], and G;[n] = Oy, for
spreading (see Figs. 1 and 2). Tfta user § = 1,2,---,J) n < |§;/M|andn > [(é; + L;)/M]). Note that the larger
first divides his data symbol sequenegk] into consecutive the order oiG;[n], the more inter chip block interference (ICBI)
blocks of M data symbols, leading to the following data bloclor the jth user.

sequence: In this paper, we focus osynchronous communication
s;[k] = [s;[kM]  s;[kM +1] -+ s;[(k+ 1M —1]]%. §;=0, forj=1,2,---,J 3)
g;[Mn] gj[Mn — 1] e giiM(m—1)+1]
gi[Mn + 1] g;[Mn] e gi[M(=1) + 2]
Gj[n] = : : : :

GIMm+ 1)1 GMimt1)—2 - g;[Mn]



LEUS AND MOONEN: MUI-FREE RECEIVER FOR A SYNCHRONOUS DS-CDMA SYSTEM 3177

andlimited frequency-selective fading block ]

v[n] N despreading ~ ; zi[k] $1[K]
0 <L <N, forj=1,2,---,J. 4) : Ur— F
L X | 2L ¢ L
. . i L] blOCk. gj[n] [—
We further assume that an overestimatibrof the maximal despreading
channel ordeL ,,,x is known (L > L..x) and thatL satifies ["] T
L < N. If we then take the block siz&/ equal toL, G;[n] ™1 despreading " M 5[
becomes aih. x L FIR matrix filter of order 1 with delay index : ¥
0, where L 21 [k] X | 2L L
1 L] block  gn]—«_ L
despreading T
r o g;[0] 0 0
g;1] 9;10] ..o 0 Fig. 3. MUI-free receiver.
G;[0] = ; : :
'gj[L_ 1] gj[L_2] gj[o] block  cinll_, o —
-0 g; [L _ 1] . gj[]-] — despreading il -
Gy=|: o | _
0 0 gy [L — 1] Fig. 4. Block despreading.
LO 0 . 0
. block sequencg[k] matched tdG,;[0] using the code sequence
Hence, (2) can then be written as c.[n], where
J 1
_ _Jei[n], forn#0
=X 3 Gl —nltebl  ©) zﬂﬂ—{a forn = 0
=1 n/=0

whereas the second modified block correlator for ftleuser
despreads the received block sequeyféd matched toG;[1]
using the code sequentgn|, where

In Section VII, we will run some simulations fof = 8, N =
17, andL = L.« +1 = 4.

lll. MUI-F REE RECEIVER &ln] = ¢j[n], forn#N -1
R ¢ forn =N — 1.

7

SinceG,[n] is anL x L FIR matrix filter of order 1 with delay
index 0, we can apply a block RAKE receiver consisting of @hen, defining thé N — 1) x 1 code vectorg; andc; as
bank of two block correlators, where each block correlator for
thejth user despreads the received block sequg(idenatched c, =[] ¢l2l - gN-1]"
to a different tap of the matrix chann@l; [»] using the code se- ¢ =[] ¢l - oN-27
quencec;[n], followed by a linear block combiner, which lin- T ’ ’
early combines the two block correlator outputs. Note that thise output of the first modified block correlator can be written
block RAKE receiver is analogous to the RAKE receiver usegk
in a standard DS-CDMA system [16].

N-1 N-1
The MUI-free receiver is a modified block RAKE receiver, . N . N
consisting of a bank of two modified block correlators, Wherezj’o[k] o nz_:o Glnly[kN 4n] = nz_:l ¢j[nlylkN + 7]

each modified block correlator for thgh user despreads the " ale ' ' '
received block sequenggk] matched to a different tap of the =2 ¢ G;{0s;[k] + o [k] + jolk] +mj0[k]  (6)
matrix channel;[n] using a code sequence that is slightly dify;hereas the output of the second modified block correlator can
ferent frome; [n], followed by a linear block combiner, which o \uritten as
linearly combines the two modified block correlator outputs (see

Figs. 3 and 4). The use of a shift-orthogonal set of code se- z_:

quences, on which this receiver is based, causes the two moﬂlp1 j ]y (RN +n +1]
fied block correlators to completely remove the ICBI and MUI. ]’\’j
Hence, the linear block combiner only has to suppress the re- _ ElykN +n+1]

maining intersymbol interference (ISI).

ohes G 1l + ayalk] + pyalt] + ma il ()

A. Bank of Modified Block Correlators

As already mentioned, in contrast with a block correlator fdn these formulasg; o[k] and q;,1[k] represent the residual
the jth user, a modified block correlator for thgh user de- ICBI:
spreads the received block sequenfd using a code sequence
that is slightly different from;[»]. More specifically, the first q;,0[k] =
modified block correlator for thgth user despreads the received q;1[k]

= clfe, Gy [1s, K]
—ellc; G, [0]s; [H]
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p;,olk] andp; 1 [k] represent the residual MUI: we obtain
J z;[k] = vGjs;[k] + n;[k] )
piolkl = Y ¢f'c; Gy [Osy[k] +¢f'e; Gy [Ls; [K]/ o _ _
i'=1 wheren;[%] is similarly defined ag; k], andG; is the2L x L
i'# channel matrix for thgth user, which is given by
J
pialkl = > ©fc;Gy0]s;[k] + ey Gy[l]s[k]/ G, =[G][0] GI[1]]*.
i'=1
i'#i Note that ife[n] is white with variance-2, we get
andn; o[k] andn; 1 [k] represent the residual additive noise: R, = E{nj[k]nf[k]} = vo’Iyy. (10)
N-1
n;ofk] = ci[nle[kN +n] B. Linear Block Combiner
;ri(i After the two modified block correlators have completely re-
- Z c[n]e[kN + n] moved the ICBI and the MUI, we linearly combine the two mod-
=’ ified block correlator outputs; o[k] andz; ; [£] to suppress the
N-1 remaining ISI:
n;[k] = cinlelkN +n+1] .
! nz::o ’ Silk] = Fj 0250k + Fj12,1[k]
N-2

= l/(Fj70Gj [0] + Fj,lGj [1])Sj [k]

= cjlnlelkN +n + 1]. + Fjonjo[k] + F;1n; 1 [K]

3
Il
=

Note that the residual ICBI and MUI formulas only contaifvhere ;o and F;, are theL x L linear block combiner
terms in the time index. weights. Using the notation of (9), we can also write

Assume now that a shift orthogonal set of code sequences is 5, [K]
used. J

Definition 1: A set of J lengthN code SEQUENCES \yhereF, is the L x 2L linear block combiner for thgth user,
{¢; [n]} _, Is shift-orthogonal if and only if which is given by

= F;z;[k] = vF; Gjs;[k] + Fjn;[k]

H _H— .y
C: C.) =C. C;s = 1/6 71— L L — . .
{‘ﬁ:’ =G =T oy =120 @) Fi=WFjo Fil
cicy =¢cjley = 0

We now focus on the calculation of the signal-to-interfer-

wherer = (N — 1)/N, and§[-] is the discrete-time impulse ence-plus-noise ratio (SINR) and bit error rate (BER) for the

function. jth user at the output of the linear block combil&t. First of
Remark 1: Note that (8) can only be satisfied.lf< [(N — all, observe that

1)/2] (since2.J vectors of sizé N — 1) x 1 can only be mutually

orthogonal if2J < N — 1). R,, = E{z,[k]z} [k]} = *G,;Rs, G} + Ry, (11)
Then it is clear that the two modified block correlators com-

pletely remove the ICBI and MUI, and (6) and (7) can be writtefN€r€Rn; is similarly defined aR,, and

as R,, = E{s;[k]s/[k]}.

z; 0[k] = vG;[0]s, [K] + n; o[k] If we then define thel, x L matrix A; as
2.1 [ =G, [Ls;[k] + 11 [k].
Aj = l/FjGj
Note that ife[n] is white with variancer?, we get
and theL x L matrix A; as the matrix that is obtained by ze-

Ry, = E{njjo[k]nfo[k]} =volly, roing the diagonal elements &i;, the SINR and BER for the
R, , =E{n;[kn" K]} = vo’I, Jth user at the output of the linear block combider can be
n; 1 7, 4, e
expressed as
Ry om0 = E{nj,O[k]nfl[k]} =R, n,,
[F]njo!

=E{n; 1 [kInjo[k]} = O 1 & )
7 Z J(LD)P R, (1,1)
where K-} represents the expectation, aég andI,, denote SINR; = =1 (12)
then x n zero matrix and the x n identity matrix, respectively. = -
Stacking the two modified block correlator outputs I3 Z 1, D) + [Fi R, F7(D)

z;[k] = [z}jo [%] z}jl[k]]T IThe only interference we have here is ISI.
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1 L |A;(LDPRs, (1,1) BER;, MMSE
S Q{[KJRS.K,H]W)+[FjRn.F,H1<z,z>} 1y o o+ e G G

F ] i (13) Lm_ 1_ IL+V lo—g(GJHG]) 1)71](170 .

17

where (-} is the well-known BER for signaling over an addi-
tive white Gaussian noise (AWGN) channel as a function of t
SNR per data symbol for the chosen modulation scheme [17] Shift-Orthogonal Code Design

Note that the approximation in (13) becomes an equality if the ForN =d +1landJ = |[(N —1)/2| = d/2 (d power of
interference plus noise at the output of the linear block combin), we show how to design a shift-orthogonal sef déngth-V
F; is Gaussian. We now discuss two linear block combiners @@de sequences;[n]}7_, (see Definition 1). Defining the x
more detail: the zero-forcing (ZF) linear block combiner and the matrix J,, as
minimum mean-square error (MMSE) linear block combiner.

0 0 0 1
The existence of the ZF linear block combiner is based on the 1 0 00
fact that the2 x L channel matrixG; has full column ranid..
. T . J,=10 1 0 0 (18)
1) ZF Linear Block Combiner:We say that a linear block ; i
combinerF; is ZF if o e
0 0 --- 10

Aj=vF;G; =1p. we first introduce the following definition.

Definition 2: A d x d/2 (d power of 2) matrixC, is admis-
Sible if and only if
s CHCy = dly)»;
F;zr = v HGIR;!G)T'GIR, L. (14) * C/JaCy = Oyy2.
We can then state the following theorem.
If the data symbol sequencglk] is white with variance 1  Theorem 1:If a d x d/2 (d power of 2) matrixCy is ad-
(Rs, = Ir) and the additive noisefn| is white with variance missible, then fotV = d + 1 andJ = |[(N — 1)/2]| = d/2,
02 Ry, = vollp), (12)—(14) become the following set of/ length+V code sequencefs:;[n]}7_, is
shift-orthogonal:

The ZF linear block combiner (we take the one that minimize
the MSE E||§,[k] — s;[k]||*}) can be expressed as

Fj,ZF = l/_l(Gf'{G'j)_lG]H

1 (1/\/N)Cd(N_ 1aj)a forn=0
SlNRj?ZF: 1 L [ ]: (1/\/N)Cd(7177)7 forn:lvzv"'vN_l
vlog2 = (GHG,)-1](1,1) 0, forn < 0Oandn > N
L; s forj =1,2,--,.J. (19)
1 1 Proof: The proof follows directly from Definitions 1 and
BER; ;r ~ — 15 p y
WIEE ; Q{l/lag[(G]HGj)l](l,l)} (13) 2 as well as from the fact that = (1/v/N)Cq(:, j), ande; =
. . . (1/V/N)JaCuf:, 5) u
2) MMSE Linear Block CombinerWe say that a linear  Hence, it only remains to show how to design an admissible
block combinet’; is MMSE if the MSE d x d/2 (d power of 2) matrixC. Defining then x n matrix
- D, as
E{]I8; (%] — s;[A]1I*}
-1 0 0 0O
is minimized. The MMSE linear block combiner is given by 0 1 0 O
D, =|0 0 -1 0
F;vmvsk = (1’2G?R;}G]’ + Rs_jl)_ll/G]HR;}. (16) 0O 0 0 1

If the data symbol sequencg[k] is white with variance 1
(Rs, = Ir) and the additive noisefn] is white with variance we therefore introduce the following definition.

02 Ry, = vo?lyr), (12), (13), and (16) become Definiton 3: A d x d/2 (d power of 2) matrix
Cy =[Cy1 Cy 2], whereC,; andC, » have sizel x d/4, is
F;MMsE reducible if and only ifCy o = DyCa.
= (GG, +o21)'GE This gives rise to the following theorem.
SINR; yyisE Theorem 2:If a d x d/2 (d power of 2) matrix
J, . .
L Cy =[C41 Cy], whereC,; andC, o have sizel x d/4, is
Z (L + v o2(GHG,) )11, admissible and reducible, then thé x d matrix

= — Caq =[Caa1 Caa]
18 1 [T+ v 102(GH G )] (1,1) _[Car 34Car Cap —JuCup

L~ Cyz —JuCyo Cy1  JyCy,
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whereC,y 1 andCsyq » have size2d x d/2, is also admissible UjL is not empty), the columns Mj‘ then form an orthonormal

and reducible. basis of the left null space &&;:
Proof: See Appendix A. [ | e
Based on this theorem, we can design an admissible and re- U;"G,; =0g. (21)

ducibled x d/2 (d power of 2) matrixC, in a recursive way,

starting, for instance, with Defining theL x L? matrix2{;- as

+1 -1 Ut =[Us Uy oo Ufy]
+1 +1
Co=1_, 41 whereUs; (I = 1,2,-- -, L) is the L x L matrix given by
+1 +1
Hl—i —1+4i Uj=Up(:l4+L-1)
1 | 4+1+¢ 4144 :
= 21) can also be written as
Cs V2 | -1+ +1—i @)
+14¢ +1414 Uj‘ngIO (22)

resulting in a set of BPSK or QPSK code sequences, resp,
tively. Observe from Theorem 1 that thielength-V code se-
quences defined in (19) are actually based/dength{/N — 1)
code sequences, extended with a cyclic prefix of 1 code symbol g =0 o] - gL-1]"
(¢;[0] = ¢;[N — 1]). The insertion of a cyclic prefix is a well-
known procedure in discrete multitone (DMT) systems [18].  We have the following identifiability result [19].
Theorem 3: The channey;[n] can be uniquely (up to a com-
IV. BLIND CHANNEL ESTIMATION plex scaling factor) determined from (22).

Proof: See [19]. ]
r§econd, let us assume there is additive noise present in (20).
efining the2. x L matrix Ujl as the collection of thé left

ﬁﬁ‘feregj is theL x 1 channel vector for thgth user, which is
given by

Within the framework of the MUI-free receiver, we present
a subspace deterministic blind single-user channel estimati

algorithm. This algorithm is performed on the model (9). WE, ; :
first describe how the algorithm works and then give a perforingular vectors of; corresponding to thé smallest singular
lues and defining the x L matrix U, and thel x L* matrix

mance analysis. We finally present a related channel gain edft
i i ithf;- in a similar fashion adJ ", andi/;, we then consider the

mation method. Note that in the context of a TDMA system wittf; farfasr 3. i

a single user per time channel and applying repetition codingflowing minimization problem:

similar approach is presented in [19]. However, no performance min {||LA{»LH 11 (23)

analysis or related channel gain estimation method is presented g; &l -

there.
To avoid the all-zero solution, some nontriviality constraint is

A. Algorithm imposed org;. If we impgse aunit norm constraint @y, then

the left singular vector (if{jL corresponding to the smallest sin-
gular value represents a possible solution. Since this vector can
be interpreted as an estimategff, which is the left singular

For a burst length’ (KX multiple of L), we first define the
2L x K/L matrixZ; as

7, = [z,[0] z;[1] --- z;[K/L—1]] vector oftf;- corresponding to the smallest singular value, we
J J J J ° . . . N .
will denote this solution ag?. As an estimate for the channel
Using (9), we then obtain vectorg;, we then consider
Z; =vG;S; + N; (20) 8 = V;8j (24)
whereN; is similarly defined a&Z;, andS; is the L x K/L Where%; is an estimate of;, which is given byg; = v,g7.
matrix given by This v; can be estimated from some short known headers that
are transmitted, or we can blindly estiméte], which is equal to
S; =[s;[0] s;[1] -+ s[K/L—1]]. the channel gaifig; || (see Section IV-C) and use an appropriate

differential modulation scheme to get rid of the phase ambiguity
The algorithm is based on the fact that #iex L channel matrix [17]. However, for simplicity, we will estimate; as
G; is tall and has full column rank and on the assumption that
the L x K/L matrix S; has full row rankL (hence, we need ;= gjg;?T.
L < K/L).

First, let us assume that there is no additive noise presentliiis leads to an estimagg thatis optimal in the LS sense (since
(20). Becausés; has full column rankl andS; has full row &; iS not known, this is, of course, not feasible in practice).
rankL, the2L x K /L matrixZ; has rankl. Defining the2L x L
matrix U+ as the collection of thé left singular vectors o

J
corresponding to thé zero singular values (becau&s is tall, The performance analysis is given in the following theorem.

B. Performance Analysis
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Theorem 4: Assume that the channel vector estimgjeis A standard DS-CDMA system can be described as in Sec-
obtained as in (24) with; = ;. Further, assume that the dataion Il, taking M = 1. Like before, we focus on synchronous
symbol sequence;[k] is white with variance 1 and that thecommunication [see (3)] and limited frequency-selective fading
additive noisec[n] is white with variancer?. Then, only con- [see (4)]. Like before, we further assume that an overestimation
sidering the first-order approximation dfg, = g, — g; in L of the maximal channel orddy,,,, is known & > Li,ayx)

N,, the bias and the normalized MSE (NMSE) &f can be and thatl satisfies.. < N. As discussed in [7], if we then

expressed as introduce
yik| = — _1nT
bias; =0 Y] = [WlkN+L-1] y[kN+L] yl(k+1)N —1]]
Mo? LtH we can write
NMSE; ~ ——-2¢ __|ly/-TH 12
B

J
Yk =) hys;[k] + &[]
where(-)' represents the Moore-Penrose pseudo-inverse. j=1

Proof: See A dix B. —
0T S€e Appendix " wheree[k] is similarly defined ag[k], andh; is the(lV — L +

C. Channel Gain Estimation 1) x 1 compositechannel vector, which is given by

In this section, we show how to estimatg|, which is equal h; = C;g;
to the channel gaifig;||, from Z ;. Assume that the data symbol . h
sequences;[k] is white with variance 1R, = Ir) and the wit

additive noisez[r] is white with variancer? (Ry, = vo?lzy). clL—1 - c;[0]
Then, we can write (11) as ;L] - ¢i[1]
C; =
R,, =E{z;[klz] [F]} = 1’ G, G}’ +volLr, GIN =1 - [N =1]

=122 GG + vo?T
Vil G G; PO 2L Note thaty[%] can also be written as
whereG¢ is similarly defined ads;, usingg? instead ofg;. y[k] = Hs[k] + e[k] (26)

Hence, we can write ) ) )
whereH is the (N — L + 1) x J compositechannel matrix,

1 which is given b
|"}/J|2 = l/_QE tr{G’jT(sz - I/O—EIQL)G;TH} g y — T 1
H=[h; hy, --- hy
where tf -} represents the trace. This leads to the following egnds(x] is defined as
timate of|v;|2: T
slk] = [s1[k] sofk] - sy[KT".

4% = 21 tr{é‘]ﬁ(f{zj - L/(}G?IQL)G‘;TH} (25) Sincey][k] is free from 1SI by construction, we only have to
L suppress the remaining MUI. This can be done as follows:

vyhereé‘; is similarly defined ag=¢; usingg? instead ofg?, 3;[k] = £;7[k] = £;Hs[k] + f;€[k]

R, is defined as wheref; is the(V — L 4+ 1) x 1 linear multiuser equalizer for
. L - the jth user. See [3]-[5] for details on the ZF and MMSE linear
R, = EZJZJ multiuser equalizer. The existence of the ZF linear multiuser

. ) . - equalizer is based on the assumption thatfie- L + 1) x .J
ands; is, for instance, obtained as™" times the average of composite channel matr¥ has full column rank/ (hence, we

the L smallest eigenvalues @, . Note that this estimate of needs < ¥ — I + 1).

the noise variance can also be used in the MMSE linear blockthe corresponding subspace deterministic blind multiuser

combiner when the noise variangg is not known. channel estimation algorithm is explained in [7]. For a burst
length K, we first define thd N — L + 1) x K matrixY as

As a benchmark for the MUI-free receiver and the corre- Y=o vl v =1L
sponding subspace deterministic blind single-user channel Esing (26), we then obtain
timation algorithm, we consider the linear multiuser equalizer
and the corresponding subspace deterministic blind multiuser Y =HS+E @7)
channel estimation algorithm developed by Liu and Xu for gnereE is similarly defined ady’, andS is the.J x K maitrix
standard synchronous DS-CDMA system in the presence of fb‘?\?en by
quency-selective fading [7]. In this section, we briefly review
the key ideas behind these techniques. S=1s[0] s[1] --- s[K—-1]].

V. BENCHMARK
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The algorithm is based on the assumption that(itNe— L + Let us next focus on the linear multiuser equalizer (see [7]
1) x J composite channel matrid is tall and has full column and Section V). The design of thgh user’s linear multiuser
rank.J (hence, we need < N — L+1)and onthe assumption equalizer requires the knowledge of all the channels and code se-
that theJ x K matrix S has full row rankJ (hence, we need quences. To estimate thith user’s channel, we use the subspace
J < K). First, let us assume there is no additive noise presetdterministic blind multiuser channel estimation algorithm (see

in (27). The counterpart of (22) then is [7] and Section V), which only requires thiéh user’s code se-
guence. For this, we first have to compute a subspace decom-
UtiC;g; =0 position of the(V — L + 1) x K matrix'Y, which has a com-

plexity of O{N2K}. Note that this subspace decomposition is
whereU+~ isthe(N — L+1) x (N — L+1—J) matrix defined user-independent and, therefore, still results into a complexity
as the collection of th&" — L+ 1 — .J left singular vectors ok’ of O{N?K} if we want to estimate all the channels. Then, we
corresponding to th&/ — L + 1 — J zero singular values. Seehave to compute the left singular vector of the: (N — L+1—
[7] for the identifiability result. Second, let us assume that ther®) matrix C: U+ corresponding to the smallest singular value,
is additive noise present in (27). The counterpart of (23) thenvdlich has a complexity of @.*(N — L 4+ 1 — J)}. Note that
this subspace decomposition is user-dependent and, therefore,
min{[| U7 C;g; 1%} results in a complexity of @/ L?(N — L+1—J)} if we want to
g; estimate all the channels. Hence, the complexity to estimate all
the channels is QV2 K} (sinceK is very large). Next, we have
whereU- is the(N — L+1) x (N — L+1—J) matrix defined to calculate the pseudo-inverse of (1€ — L + 1) x .J matrix
as the collection of th& — L +1 — J left singular vectors o  H (we focus on a ZF linear multi-user equalizer), which results
corresponding to th&’ — I + 1 — J smallest singular values. in a complexity of @V .J?}. To conclude, the design of théh
See [7] for a performance analysis and a related channel gager's linear multiuser equalizer has a complexity ¢i\G K }
estimation method. (sinceK is very large). Note that the design of a complete bank
of .J multiuser equalizers (e.g., at a base station) still results in
a complexity of §N2K}. Even using the ideas presented in
[9], where it is shown that it is possible to design the desired
In this section, we compare the complexity of the MUI-fregiser’s linear multiuser equalizer based only on the knowledge
receiver (see Section l1l) using the corresponding subspace @the desired user’s channel and code sequence (and not on the
terministic blind single-user channel estimation algorithm (sé@owledge of all the channels and code sequences), it is not pos-
Section 1V) with the complexity of the linear multi-user equalsible to decrease this complexity Of N2 K}
izer (see [7] and Section V) using the corresponding subspacéomparing the obtained complexities, we observe that the
deterministic blind multi-user channel estimation algorithm (se@mplexity to design the MUI-free receiva®{ LK }) is much
[7] and Section V). We assume that the burst lenf§tis very smaller than the complexity to design the linear multiuser
large. equalizer (QN?2K}). This is becausé < N. Moreover, the
Let us first focus on the MUI-free receiver (see Section lll)complexity to design a complete bank.6MUI-free receivers
The design of thgth user's MUI-free receiver is determined(O{./LK}) is also much smaller than the complexity to design
by the design of thgth user’s linear block combiner. The de-a complete bank of linear multiuser equalizers (QV2K}),
sign of thejth user’s linear block combiner only requires th@lthough the latter is of the same order as the complexity to
knowledge of theith user’s channel. To estimate tjih user’s design only one linear multiuser equalizer. This is becalise
channel, we use the subspace deterministic blind single-uséthe same order a& and . < N.
channel estimation algorithm (see Section V), which only re- Finally, note that the estimation of the desired user’'s data
quires thejth user's code sequence, namely, through the fegtmbol sequence based on the calculated MUI-free receiver
that this algorithm makes use of the data at the output of the linear multiuser equalizer results in a complexity per data
bank of two modified block correlators. For this, we first haveymbol period of @N} (this complexity is more or less the
to compute the subspace decomposition ofthex K/ ma- same for both receivers).
trix Z;, which has a complexity of @LK'}. Then, we have to
compute the left singular vector of tiex L? matrixlftjl corre-
sponding to the smallest singular value, which has a complexity VII. SIMULATION RESULTS
of O{L*}. Hence, the complexity to estimate thith user’'s . ) ) i
channel is LK} (since K is very large). Next, we have to In this section, we perform some simulations on a DS-CDMA
calculate the pseudo-inverse of thex L matrixG,; (we focus SyStém based on block spreading and a standard D?'CDMA
on a ZF linear block combiner), which results in a complexit§yStem. We assume that the data symbol sequeipgdt;_,
of O{L3}. To conclude, the design of thiéh user’s linear block '€ QPSK modulated mutually uncorrela’;e_d and wh_lte Wlt[h vari-
combiner has a complexity of {@ K} (sincek is very large). 2nC€ 1. we further_ assume that the additive r)e[m}als white
Hence, the design of thith user's MUI-free receiver also has a&>aussian with vgrlancee?. We define the received energy per
complexity of O{ LK }. Note that the design of a complete ban&l@ta symbol period for thgth user as
of J MUI-free receivers (e.g., at a base station) results in a com-
plexity of O{JLK}. E; = ||g;|?

VI. COMPLEXITY ANALYSIS
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TABLE | 10
NORMALIZED CHANNELS
n 0 1 2 3
qi[n] | +0.1513 — 0.12914| —0.1327 + 0.68841 | —0.3550 — 0.1626¢ | +0.1228 + 0.5490:
ga[n] || —0.2588 + 0.41245{+0.3581 — 0.0455¢| —0.4241 + 0.5462¢| —0.3760 — 0.1147:
g3[n] || +0.4066 — 0.5422¢ | +0.5321 + 0.2291i | +0.4098 + 0.15564 | +0.1024 — 0.0487:
ga[n] || —0.2163 + 0.2912¢| —0.5332 — 0.48667 | —0.0811 — 0.4955i | +0.0781 + 0.2985:
gs[n} || —0.3083 + 0.0279:| +0.8654 + 0.0949: | —0.0394 — 0.0426:|+0.0033 — 0.3779:
ge[n]|| —0.0638 — 0.54947 [+0.2137 + 0.38584 | +0.2448 + 0.53504 | +0.1602 + 0.35745
gr[n]||+0.1898 — 0.1522¢ | +0.1045 — 0.13167 | +0.3813 — 0.3089; | —0.5015 — 0.6482¢ L[~ ZE near muli-user equalizer (neor)
. R H x ZF linear multi-user equalizer (simul. E
gs[n] || —0.0609 + 0.73907 | —0.5202 + 0.0305i | —0.1328 — 0.3271i{—0.1992.— 0.11954 UL e e ek smb. (theor)
W0 o _MUi-free receiver, ZF linear block comb. (simul.)
] 15
SNR (dB)

and we assume that all users that are interfering with_jthis (@

user have the same received energy per data symbol period

By =gy l* =E, forj' #j.

We then define the signal-to-noise ratio (SNR) and the near-far 107}
ratio (NFR) for thejth user at the input of the receiver as o
SNR; = E;/o? and NFR = E/E;. g |
We here consider an eight-user DS-CDMA system based on 2ol
block spreading and a standard DS-CDMA systdma=(8) with
N = 17. We design a shift-orthogonal set #flength<V code
sequencedc;[n]}7_,, as explained in Section III-C, and use
this set of code sequences for the DS-CDMA system based on
block spreading as well as for the standard DS-CDMA system.

107

s[| - - MMSE linear multi-user equalizer (theor.)

107E x  MMSE linear multi-user equalizer (simul.)

— MUI-free receiver, MMSE linear block comb. (theor.)
© _MUI-free receiver, MMSE linear block oolmb. (simul.)

We start from (see Section IlI-C for details) 1075 15
SNR (dB)
+1 -1 (b)
C,= +1 41 Fig. 5. Average theoretical and simulated BER per user as a function of the
-1 +1 SNR for an NFR of 0 dB (known channels and noise variance).

+1 +1
resulting into a set of BPSK code sequences. For everyiisefinear multiuser equalizer is not. For a very high NFR, the
we generate a random chanpglln| of orderL; = 3with delay  performance of the MMSE linear multiuser equalizer is equal
indexé; = 0 (note that (3) and (4) are then satisfied). We takg, the performance of the ZF linear multiuser equalizer. For a
L = Ly + 1 = 4. The normalized channels are listed iRsery jow NFR, the performance of the MMSE linear multiuser
Table 1. For all simulations, we will conduct 5000 trials USi”quualizer approaches the performance of the coherent RAKE
bursts of K = 200 data symbols. ~ receiver [21], which is, for such a very low NFR, better than
‘Simulation 1: First, we compare the MUI-free receiverine performance of the ZF linear multiuser equalizer. Note that
with ZF and MMSE linear block combining (see Section lll}he NFR region where the transition takes place is positioned
with the ZF and MMSE linear multiuser equalizer (see [7] anground the inverse of the SNR. Further, we observe that the
Section V). For the moment, we assume that all the channglsiformance of the MUI-free receiver with ZF linear block
{g[n]};=1 and the noise variance? (necessary for both combining is comparable with the performance of the ZF
MMSE receivers) are known. Fig. 5 shows the average theorfear multiuser equalizer. We know that the performance of
ical and simulated BER per user as a function of the SNR f@he MUI-free receiver with MMSE linear block combining
an NFR of 0 dB. Fig. 6 shows the same results as a function;gfpetter than the performance of the MUI-free receiver with
the NFR for an SNR of 10 dB. First of all, we observe that thgr |inear block combining and that the difference between
simulation results are well predicted by the theoretical resulifgge performances decreases with the SNR. Therefore, the
Second, we know from the previous sections that the MUI-fregrformance of the MUI-free receiver with MMSE linear block
receiver should always be NFR-independentjrespective compining is also better than the performance of the MMSE
of the linear block combiner. This is clearly illustrated iNjnear multiuser equalizer at very high NFR, and the difference
Fig. 6. From this figure, it is also clear that the ZF lineapetween those performances also decreases with the SNR.
multiuser equalizer is NFR-independent, whereas the MMSfre somewnhat surprising result that the MUI-free receiver can
2Note that NFR-independence is not exactly the same as near-far resistap@éform better than the linear multiuser equalizer is due to the
which is defined in [20]. fact that the linear multiuser equalizer we consider here only
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~ - ZF linear multi-user equalizer (theor) - - ZF linear mutti-user equalizer (theor.)
x  ZF linear multi-user equalizer (simut.) 1050 *_ ZF linear multi-user equalizer (simul.) 1
MUI-free receiver, ZF linear block comb. (theor.) Mul-free receiver, ZF linear block comb. (theor.)
© MUl-free receiver, ZF linear block comb. (simul.) 10f © MUl-tree receiver, ZF linear block comb. (simul.)
107 : = 1
-~ 9
)
« h=2
85
& s
& ol

107 1 7.5
M X K K MmN e mX— K= K M= =M —X— K K N — B

65; 1
3 , a . . L . A .
e 0 50 o] 2 3 4 5 6 7 8
NFR (dB) user
(@) (@)
10° " "T—— MMBSE linear multi-user equalizer (theor)
= ~T- - -- inear multi-user equalizer eor.,
-~ MMSE linear multi-user equalizer (theor.) 105+ x  MMSE linear multi-user equalizer (simul.) I
R e o, (theor.) : — MUI-free receiver, MMSE linear block comb. (theor.)
— MUli-free receiver, inear block comb. (theor. MU iver, MMSE linear block comb. (simul.
o MUI-free receiver, MMSE linear block comb. (simul.) 1or © MUi-free receiver, d (simul.)
a5t |
107"} E
@
s
[ o
u 2
@ &
102 1
e X Xm X K e e X
rd X 3
b e e e 65} 1
10° , Y . . , . ,
o o 50 1 2 3 e 6 7 8
NFR (dB)
b

tﬁg 7. Theoretical and simulated SINR as a function of the desired user for

Fig. 6. Average theoretical and simulated BER per user as a function of LI SNR of 10 dB and an NFR of 0 dB (known channels and noise variance).

NFR for an SNR of 10 dB (known channels and noise variance).

0

10 . . . .
has lengthV — L + 1 = 14. Hence, it removed. — 1 = 3 -- mu::i-userc:anne: esgma?on (tr_reorl.)
. . x m B
out of N = 17 received samples, whereas in the MUI-free - s!:g,';ffggfcﬁgggef:sg:;gg,ﬁ;';;o,{, i
receiver, every modified block correlator only removes 1 out N o __single—user channel estimation (simul.)

of N = 17 received samples (since every modified block .|
correlator only removes 1 out éf = 17 received blocks). The
performance of a much longer (hence, much more expensive s
linear multiuser equalizer will always be somewhat better§
than the performance of the MUI-free receiver. Finally, Fig. 7210_._
shows the theoretical and simulated SINR as a function of th
desired user for an SNR of 10 dB and an NFR of 0 dB. Again,
we observe that the simulation results are well predicted b
the theoretical results. 5
Simulation 2: Next, we compare the subspace deterministic
blind single-user channel estimation algorithm (see Section Il | , , ,
with the subspace deterministic blind multiuser channel estima Y 10
tion algorithm (see [7] and Section V). Fig. 8 shows the average
theoretical and simulated NMSE per user of the channel egtig. 8. Average theoretical and simulated NMSE per user of the channel
mates as a function of the SNR for an NFR of 0 dB. Fig. gstimates as a function of the SNR for an NFR of 0 dB.
shows the same results as a function of the NFR for an SNR of
20 dB. First of all, we see that the theoretical performances @B, the additive noise influence is too large to predict the simu-
the single-user and multiuser algorithm are comparable. Frdation results using only first-order subspace perturbation anal-
Fig. 8, we observe that for an SNR above 10 dB, the simulatigsis). From Fig. 9, we notice that for the single-user algorithm,
results are well predicted by the theoretical results (below 1ile above statement is true for all values of the NFR, whereas

10°%

30 40 50
SNR (dB)
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10 10°
~ - muiti-user channel estimation (theor.)
x  multi-user channel estimation (simul.)
single-user channel estimation (theor.)
o _single-user channel estimation (simul.)

BER

O 0 0 0 0 0 0 0 0 0 0O 0 0 0 0 0 0 0 O

_s[| - - ZF linear multi-user equalizer (theor.)
107 =  ZzF linear multi-user equalizer (simul.)
— MUI-free receiver, ZF linear block comb. (theor.)
o MUI-free receiver, ZF linear block comb. (simul.)

0 5 10 15
SNR (dB)

-50 50 (@

0
NFR (dB)

Fig. 9. Average theoretical and simulated NMSE per user of the channel
estimates as a function of the NFR for an SNR of 20 dB.

for the multiuser algorithm, it is only true for an NFR above the
inverse of the SNR. When the NFR drops below the inverse of
the SNR, thé N — L+ 1) x (N — L+1—J) matrixU~ that is
used to estimate the channel vegipi(see [7] and Section V) is
severely influenced by additive noise, and the first-order pertur-
bation analysis is not accurate enough to predict the simulation
results. We know from the previous sections that the single-user o[~ = VNISE inear muli-user equalizer (theor)
algorithm should always be NFR independent. This is clearly ~ "0 | * MMSE linear muti-user equaizer (simul.)

X X X i . . — MuUi-free receiver, MMSE linear block comb. (theor.)
illustrated in Fig. 9 by the theoretical as well as the simulation © MUli-free receiver, MMSE linear block comb. (simul.)

results. The multiuser algorithm, on the other hand, only ap- 0 ooy 1
pears to be theoretically NFR independent. The simulation re- o
sults show that this is not the case in practice. ()

Simulation 3: We now repeat Simulation 1, but for each reFig. 10. Average theoretical (known channels and noise variance) and
cglver, we will uge th,e corres_pondmg subspace determ'nIﬁﬁﬁéatse[\?éiztrlgstﬁi;h;ng?jlé_and noise variance) BER per user as a function
blind channel estimation algorithm. Moreover, for each of bot?q
MMSE receivers, we will use the corresponding estimate of the
noise variance?. Fig. 10 shows the average theoretical (knowselective fading. For such a system, we have developed a simple
channels and noise variance) and simulated (estimated channeW receiver that completely removes the MUI without using
and noise variance) BER per user as a function of the SNR fora@y channel information (hence, the name MUI-free receiver).
NFR of 0 dB. Fig. 11 shows the same results as a function of thee MUI-free operation is obtained by the use of a shift-or-
NFR for an SNR of 10 dB. We observe that estimating the chalftogonal set of code sequences on which this receiver is based.
nels and the noise variance (necessary in both MMSE receivéM)hin the framework of the MUI-free receiver, we have further
decreases the performances of all receivers. Note that the defigsented a subspace deterministic blind single-user channel es-
of the desired user’s ZF or MMSE linear multiuser equalizer rémation algorithm. As a benchmark for the MUI-free receiver
quires the knowledge of all the channels (we do not use the idé&¥! the corresponding subspace deterministic blind single-user
presented in [9]). When the NFR drops below the inverse of th8annel estimation algorithm, we have considered the linear
SNR, the channel estimates of the interfering users become IB&4tiuser equalizer and the corresponding subspace determin-
accurate. For the ZF linear multiuser equalizer, this property if#tic Plind multiuser channel estimation algorithm developed by

creases the difference in BER with Simulation 1. For the MMS ]

Eu and Xu for a standard synchronous DS-CDMA system in
linear multiuser equalizer, this property does not change the cﬂi—e presence of frequency-selective fading [7]. We have shown
ference in BER with Simulation 1 since the MMSE linear mut-

at the complexity of the MUI-free receiver using the corre-
liuser equalizer is, in that region of the NFR, more steered onding subspace deterministic blind single-user channel es-
the additive noise.

mation algorithm is much smaller than the complexity of the
linear multiuser equalizer using the corresponding subspace de-
terministic blind multiuser channel estimation algorithm. We
have further shown that the performance of the MUI-free re-
In this paper, we have discussed a synchronous DS-CDMa&iver is comparable with the performance of the linear mul-
system based on block spreading in the presence of frequertayser equalizer. This is for the case in which the channels are

VIIl. CONCLUSIONS
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10 . H = ini i
e e saane ea) C3,J24Coq = Oy. Defining then x n matrix T,, as
x  ZF linear multi-user equalizer (simul.)
MUI-free receiver, ZF linear block comb. (theor.) 0 0 0 1
o MUI-free receiver, ZF linear block comb. (simul.) T
o 0 --- 00
—1 DI
o'l ] T,=|0 0 0 0
o« x x x x x X X :
& . 0 0 00
102k . ] we first observe that
b0 o~ 0-0v-0-0-0-0c o V-0~ 5-5-5-& & - 5- -
H H
Cd,l Cd,2
H TH H TH
CHJ C _ Cd,le _Cd,QJd
2d¥2d~2d — ca c
10’350 L d,2 d,1
= 0 50 H TH H TH
NFR (dB) _Cd,QJd Cd,le
@ | Ja—Ta Ty
i Ty Ja— Ty
~ = MMSE linear mufi—user equalizer (theor.) C J.C C -J,C
x  MMSE linear multi-user equalizer (simul.) . )1 d-d,1 d,2 d7-d,2
MUI-free receiver, MMSE linear block comb. (theor.) Cd 2 —J d Cd 2 Cd 1 J dCd 1
o MUl-free receiver, MMSE linear block comb. (simul.) ’ ’ ? ?

Writing C&,J54Caq4 as

B, B> Biz Bia
Cl T2y Cou = B>1 B> B3z Bog
Bs;1 B3> B33z Big
107 x _*__*_."_1_5_"__“__"._- B471 B472 B473 B474

BER

.

L whereB,,, ,, (m,n = 1,2,3,4) is thed/4 x d/4 submatrix of
Cé{iJgdCQd at position(m, n), itis then clear that thé/4 x d/4
1072 6 %0 Submatriceg&l, B372, B373, B374, B471, B472, B473, andB474
NFR (dB) are, respectively, equal to th¢4 x d/4 submatrice®; 3, B 4,
(b) B171, B172’ B273, B274, B271 andB272. Hence, Only the latter

have to be calculated:
Fig. 11. Average theoretical (known channels and noise variance) a”dSubmatrixBl L
simulated (estimated channels and noise variance) BER per user as a function ’
of the NFR for an SNR of 10 dB.

¥
X X N X X%

B, = CfZl(Jd —T4)Cqy + C({{{QTdCd,l
+ CH1TuCy2 + CH5(Is — Ty)Cuy
known as well as for the case in which the channels are =—CH 1,0y, +CHL D,T,Cy
estimated with the corresponding subspace deterministic blind i ’ T '
channel estimation algorithm. An interesting topic for further +C41TaDaCay — Cg 1 DyTaDuCa,
research is the extension of the MUI-free receiver to multiple =-C/,T4Cy1 — C/,TyCu
receive antennas, aiming at an increase of the user capacity of +CHTyCyy + CHTuCyy = Oy)a.
the system. Finally, note that for a discrete multitone CDMA ’ ’ ’ ’
(DMT-CDMA) system based on block spreading in the pres- sybmatrixB; »:
ence of frequency-selective fading, a simple extension of the ’
MUI-free receiver is presented in [22]. Bi,=CH (3, — Ty)J4Cuy + CH,T13,Cus
— CY1TyIyCy2 — C/y(Ja— Tu)JuCy2
=ClJ5Cy1 — C TyIyCuy + C1DyTyIuCuy

APPENDIX A
PROOF OFTHEOREM 2 — Ci1TadaDaCa; — Cf\ DadiDaCas
_ + CJ1DyTIDyCy
Assume that thed x d/2 (d power of 2) matrix _ Cglchd71 _ Cé{leJdCd,l _ CﬁleJdCd71

Cy = [Cd71 Cdyg], Whel’eCd71 and Cd72 have sized x d/4,

H H 12
is admissible and reducible. Usi@,; » = D4Cq 1, it is easy +Ca1TaJaCa — Ca1J5Can

to check thaCzq 2 = D2yCaq1. Next, usingCH Cy = dI ), + CJ/1TuJuCu1 = Oyys.
and CdeCd = Oy, it can be shown by simple calcula-
tion that CJ,C,y = 2d1,. Finally, usingCY¥Cy = dly)», SubmatrixB 3: similar calculation as foB ;.

CclJ,Cy= Oy/2, andCy 2 = D4Cy 1, we now prove that SubmatrixB; 4: similar calculation as foB; ».
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SubmatrixBg ;1 :

By, =CJ,3)(Ja— Ty)Cuy — CLyI TyCu,
+ CHL I TuCys — CHLIT (34— Ty)Cu
=dly, — CY I TuCuy — CY DI TyCuy
+ CHL I TDCyy — dlyys
+ C DI T DCy;
=—C I TuCyy — CHLIYTuCy,
+ CH I T.Cyy + CHLIFTUCyy = Oy

SubmatrixBg o:

B2 =Cl13](Ja— T4)IaCu1 — CLIFTuICuy
— CHLITuIuCuz + CLLIT (Ja — Ta)IuCay
=—C} I T4I4Cuy — CY1DyI  Ty34Cu
- CH 3] TyIDyCy1 — C DI TyIDyCy
= —CﬁfleHTdeCd,l - CgleHTdeCd71
+ CHLIY T3 4Can + CHLIH T3 4Cay = Oy

SubmatrixB, 3: similar calculation as foBs ;.

SubmatrixB, 4: similar calculation as foB .

From these calculations, it is clear tiﬁgiJQdCQd = 0y,
which concludes the proof.

APPENDIX B
PROOF OFTHEOREM 4

Using a result from subspace perturbation analysis [23], the
— g; in N; can be
~Z!"NTUL. The first-order appro -

first-order approximation ofAg; = g;
written asA(W U} =

imation of AUL U
therefore given b)Nl)UL
Zi(: 1 :
AUF = U

Uﬁ(l—12 ,L)in Ny i
—zHINIUL, wherezT =
— Ut inNjis
AWyt =AU
THNHyTL
— 2! NIU;

A(I)U.l 1]

If g; is obtained as in (24) with; = ~;, then we can use
the same result from subspace perturbation analysis as before

to determine the first-order approximationg; = g, — g;
in qu:

UMN,ZE
J s
AWg; = UM ADUF gy = U : gj
UMIN;ZY |
ﬂ{iﬁf{[Jil{ LIle{[JLII]

Nj Z} \8;

N; 11z} g

I+ L —1). Thus, the f|rst order apprOX|mat|on of
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Wherel/{jflT ((=1,2,---,L)istheL x L matrix given by

U =u -

s J

DL +1:1L,:).

Only considering the first-order approximation ohg;

in Nj, the bias and the MSE of; can be expressed as
bias; = E{AWg;} and MSE = E{AW gt Allg;}. Assume
that the data symbol sequenggk] is white with variance 1
and the additive noise[n] is white with variancer2. The bias
of g; then becomes

bias; = E{AWg,} = 0.
The MSE ofg; then becomes

MSE; = E{AMg AlVg;}

=vo? Z [l R SN VAR

m=1

+ Z te{th; Uy Elg 21 2 g
vE

Following a similar reasoning as in [23], we can further prove
that
foril=1,2,---,L

forl,)l! =1,2,---. L
with [ £ I’

L
T o 121 A
=12} 517} ~ s
E{gHZT Zjl, b0,

Therefore, the NMSE og; can be written as

Lo? J_TH Lo? LiH )2
NMSE; ~ 124; = o2,
Kv]ig|? & Z Kv|lg;l?
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