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Fig. 4. Test images. 

TABLE I 
COMPRESSION RATIO PERFoRMmm OF PROFOSED MEP SYSTEM 

of the two coding schemes would be an important consideration. 
MEP coding requires only integer operations, while DPCM requires 
many costly floating point operations, including multiplications, as 
well. DPCM also requires an additional image prescan to calculate 
predictor coefficients. In the case where predictor coefficients are not 
calculated separately for each image being coded, it is expected that 
the performance of the DPCM scheme will become inferior that of 
the MEP scheme. It is also possible to apply the DPCM scheme 
to the MEP subimages separately. With DPCM coding of only the 
largest MEP subimage, or base of the pyramid, a 0.25% marginal 
average performance improvemenrof MEP over DPCM coding was 
observed for the same set of test images. However, in this case, the 
computational advantage of MEP coding is lost. 

The MEP coding results presented in Table I also appear to 
represent significant improvemeflts over similar lossless compression 
results for 8 b/pixel originals. For example, a combination of pyramid 
coding and vector quantization was used in [2] to achieve 5.862 for 
a 256x 256 region of “Boat.” An optimal model based arithmetic 
coder was used in [7] to achieve 5.1 b/pixel for a 256 x 256 version 
of “Lenna” ( similar to “Lennaz” ), and a combination of transform 
coding and vector quantization was used in [6] to achieve 5.067 
Wpixel for the 512 x 512 “Lenna” and 5.262 b/pixel for a 512 x 512 
region of “Boat.” Finally, the hierarchical “low complexity” coding 

’ method presented in [8] was simulated to achieve 5.040 b/pixel for 
“Lennal” and 4.992 b/pixel for “Boat” using the originals shown in 
Fig. 4. 
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IV. CONCLUS~ON 
This correspondence has presented a new image source coding 

technique that offers significantly improved lossless compression 
performance over other related techniques. The presented method 
also offers comparable performance to the widely applied technique 
of DPCM coding but at a considerably lower computational cost. 
Since the new method is based on pyramid coding, it is also capable 
of supporting progressive transmission applications. 
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Flat Zones Filtering, Connected 
Operators, and Filters by Reconstruction 

P. Salembier and J. S e m  

Abbact-TThip correspondence deals with the notion of connected 
operators. Starting from the definition for operator acting on sets, it 
is shown how to extend it to operatam acting on function. T y p w ,  a 
co~ected operator acting on a function is a transformatkm that enlarges 
the partition of the space created by the Bat zones of the functions. It is 
shown that from any connected operator acting on sets, one CUI coaptruct 
a connected operator for functions (however, it is not the nnique way of 
generating connected operators for functions). Moreover, ulc concept of 
pyramid is introduced in a formal way. It is shown that, if a pyremid is 
based on connected operators, the Bat zones of the functions increase with 
the level of the pyramid. In other words, the Bat zom are nested. Fitters 
by reconstruction are defined and their main properties am presented. 
Finally, some examples of application of connected operators and use of 
flat zones are described. 

I. INTRODUCTION 
Morphological filters by reconstruction are becoming increasingly 

popular in image processing. Openings by reconstruction have ap- 
peared experimentally in morphology in [4]. Initially, they consisted 
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A 4  

Fig. 1. Example of connected operator for sets 

of eroding a set by a connected structuring element and in recon- 
structing all connected components of the set that had not been 
totally removed by the erosion. This original idea was fruitful 
because it led to geodesic operators on sets [SI, [6], to markers for 
numerical functions [ 11, to multiresolution decomposition with filters 
by reconstruction [9], to the concept of dynamics [2], to area opening 
[ 161, and to hierarchical morphological segmentation [ 101. Moreover, 
an intensive work has been done on the efficient implementation of 
these transformations [ 151. These transformations by reconstruction 
involved not only openings but also closings, alternated filters or 
even alternating sequential filters. They are becoming very popular 
because, on experimental bases, they have been claimed to simplify 
the image while preserving contours. This rather surprising property 
makes them very attractive for a very large number of applications 
such as noise cancellation or segmentation. 

In spite of their popularity, the fundamental reasons of their good 
behavior and their theoretical properties were not known until a study 
reported in [14]. This study revealed that filters by reconstruction 
belong to a larger class called connected operators that have the 
fundamental property of interacting with the signal by means of 
flat zones (which are the largest connected components where the 
signal is constant). In a few words, these operators do not remove 
some frequency components like linear filters or some shapes like 
median filters or morphological opening and closing. They remove 
and merge flat zones. This notion represents a new way of thinking 
about signal processing and allows a much better understanding of 
connected operators or filters by reconstruction. The results given in 
[14] were presented with a theoretical point of view. The objective 
of this corresponce is to discuss, with a more intuitive point of view, 
the fundamental notions behind connected operators and filters by 
reconstruction and their basic properties. Moreover, some examples 
illustrating the use of flat zones and connected operators will be 
described. 

The organization of this correspondence is as follows: Section U is 
devoted to the notion of connected operators. Section I11 deals with 
a class of connected operators possessing the so called pyramidal 
property. Filters by reconstruction are discussed in Section IV, and 
Section V presents practical examples where the notions of flat zones 
and connected operators play a cencral role. 

11. CONNECTED OPERATORS 
In the framework of mathematical morphology [7], [12], [13], the 

basic working structure is a complete lattice. Let us recall that a 
complete lattice is a set of ordered elements (partial or total order) 
for which each family of elements possesses a supremum (sup) and an 
infimum (inf). For image processing, two lattices have proved to be 
very useful: the lattice of sets (where the order, the sup, and the inf are 
respectively defined as C, U, and n), which is the classical structure 
for binary image processing, and the lattice of functions (where the 
order, the sup, and the inf are respectively defined as 5. V, and A), 
which is the structure for gray-level image processing. Connected 
operators rely on the notion of connectivity, which is rather natural for 
sets. However, connectivity cannot be extended simply for functions. 
Let us then start by the notion of connected operators for sets and 
then extend it for functions. 

A 

- I I .  
Associated partition of the space Family of sets 

Fig. 2. Partition resulting from a family of sets. 

A. Connected Operators for Sets 

There are several ways of defining the notion of connectivity 1131. 
We will restrict ourselves to the simplest one following which a con- 
nected component of a set is the set of points that may be connected 
by a path included in the set. In the digital case, the definition 
of connectivity reduces to the definition of a local neighborhood 
describing the connections between adjacent pixels. The classical 
choices involve 4, 6, or 8 connectivity. Once the connectivity has 
been selected, the notion of connected operators is defined as follows: 

Definition I- Connected Operators for  Sets: An operator $1 

working on sets is said to be connected when for any set A, 
the symmetrical difference AAw(A) is exclusively composed of 
connected components of A or its complement AC. 

This means that the operator acts only by preserving or removing 
connected components. As shown on Fig. 1, a connected operator 
can only remove connected components of the sets or fill connected 
components of the background. Although they are called connected, 
these operators do not preserve the connectivity. 

Now, our goal is to extend the notion of connected operators to 
lattices of functions. This extension cannot be done directly because 
the connectivity has no simple equivalent in lattices of functions. 
Since the extension cannot be done through the connectivity itself, 
let us introduce an alternative definition of connected operators that is 
easily transposable to lattices of functions. This alternative definition 
relies on partitions. 

Definition 2-Partition of a Space: A partition of a space E is a 
set of connected components {A,} which are disjoint (A, n A, = 
0, i # j )  and the union of which is the entire space (UA, = E). 
Each A, is called a partition class. 

A partition {A, } is said to be finer than another partition { B,} if 
any pair of points belonging to the same class A, also belongs to a 
unique partition class B,. 

Consider now a family of sets and associate, to each connected 
component of the sets and of their complementary, a class A,. 
As illustrated by Fig. 2, the sets of connected components {A,} 
constitutes a partition of the space. Let us call this partition the 
associated partition of the family of sets. The definition of connected 
operators can be very simply expressed with associated partitions 
(see Fig. 3). 

Proposition 3-Connected Operators for  Sets via Partitions: An 
operator 4 acting on sets is connected if and only if, for each family 
of sets A, the partition associated with 4 ( A )  is less fine than the 
partition associated A. 

B. Connected Operators for  Functions 

On the basis of Proposition 3, the extension of connected operators 
for lattices of functions can be easily done if we define a partition 
associated to a function. To this end, we propose to use the concept 
of $at zones. 

Definition &Flat Zones: The set of flat zones of a gray-level 
function f is the set of the largest connected components of the 
space where f is constant. 
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Fig. 3. Connected operators in temis of associated partition. 

Note that there is no restriction on the size of the flat zones and 
they can be reduced to a single point. Anyway, the important point 
is that it can be demonstrated [14] that the set of flat zones of a 
function constitutes a partition of the space. In the following, this 
partition will be called the partition o f j a t  zones of a function. The 
definition of connected operators can now be extended to lattices of 
functions as follows: 

Definition 5-Connected Operators for Functions: An operator 9 
acting on gray-level functions is said to be connected if, for any 
function f, the partition of flat zones of @( f) is less fine than the 
partition of flat zones of f. 

There are several ways of creating connected operators for func- 
tions. The simplest one consists in extending a connected operator 
acting on sets. Indeed, as shown in (31 and [13], any operator 
acting on sets can generate an operator @ acting on functions by 
“stacking.” Denote by .7it(f) the planar section of a function f a1 
level t, that is, X , ( f )  = { x :  J’ E E ,  f(s) > t}. The set 

-W = n w - , ( ~ ) I  ( 1 )  
s < t  

is the planar section at level t of a unique gray-level function 9 (f 
[3i7 ~ 3 1  

. x - , [ w ~ ) I  = n I t [ l ~ s ( f ) ~  (2 ) 
3<1  

Moreover, when U1 is increasing, this relation can be simplified 

This last equality means that the planar section of @(f) at level t 
can be obtained by applying @ on the planar section of f at the 
same level. The function 9( f ) itself can be recovered by “stacking” 
all its planar sections as illustr?ted by Fig. 4. Note, however, that in 
practice, it is not necessary to use the planar sections of f to build 
the operator @(f). Concerning the connectivity issue, we have the 
following result [14]: 

Proposition &Extension of Connected Operators Acting on Sets: 
If is a connected operator acting on sets, its extension @ to 
functions obtained by stacking is a connected operator acting on 
functions. 

111. PYRAMIDS OF CONNECTED OPERATORS 

In this section, we are going to define the notion of pyramid of 
operators, and we will see that when the pyramid relies on connected 
operators, a very interesting and strong property is obtained. 

I 
Threshold decomposition 

1 t -  

k 
Connected operator 

acting on sets - 
Stacking 

1- 
Fig. 4. 
position. 

Creation of a connected operator for functions via threshold decom- 

Definition 7-Pyramid of Operators: A pyramid of operators is a 
family of operators { ~ l i , ~ }  depending on a positive parameter X such 
that, for each X 2 11 2 0, there exists a given v 2 0 such that 

This definition is valid for operators acting on sets or on functions. 
Practically, it recovers two major points: First, the composition 
of two operators of the family is still an operator of the family. 
Second, to obtain the result of $ A ,  one can either use y ~ x  directly 
or start by using ( l L ,  ( p  5 A )  and obtain an intermediate result 
that can be processed by an other operator GlY of the family. In 
mathematical morphology, classical pyramids of operators are the 
dilation (or erosion) with a circular structuring element of radius 
X or the granulometry [7] by opening with structuring element of 
size A. Each case corresponds to two different composition laws. In 
the case of dilation, the composition rule is additive, and we have 
$ 1 ~  = 1!lA - q l P .  In the case of ganulometry, we have: y ~ x  = $ , A ~ I ~ ,  

which means that in a composition, the strongest operator imposes 
its effects. 

Suppose now that the pyramid of operators  LA} relies on con- 
nected operators. It means that for any X > p > 0 + 3 v  > 0 such 
that $ l , a f , ,  = & A .  Since the operator qiy is connected, the associated 
partition of G u y , P ,  and therefore of is less fine than that of v p .  
Let us express this result for operators acting on functions: 

Theorem 8-Pyramid of Connected Operators for Functions: If 
{ 9 ,A } denotes a pyramid of connected operators acting on functions, 
then for any function f ,  the flat zones of Q x ( f )  increase with A. 
Since dl flat zones of @~(f) increase with the parameter A, they 
are in fact merged. Indeed, if two contiguous flat zones have to 
increase, either they remain unchanged or they are merged together. 
This property explains the effect of simplification while preserving the 
contour information that can be obtained with these filters. Pyramids 
of connected operators are not selective in frequency as linear filters 
or selective in shapekize as morphological opening or median filters, 
they are “selective in flat zones.” This is a very strong property that 
allows the construction of a hierarchy where the flat zones are nested. 

Let us illustrate this result by a simple example. Consider the 
operator acting on sets that consists of eroding the input sets A 
by a structuring element of size X and by keeping all connected 
components of A that have not been totally removed by the erosion. 
The associated connected operator acting on functions obtained via 
(3) is classically known as opening by reconstruction of erosion J?h 

[9], [ 171. This filter is illustrated on Fig. 5, where three filtering results 
corresponding to three structuring elements (11 * 11, 26 * 26, and 
51 * 51) are shown. The filter effect is to remove bright components 
smaller than the structuring element. One can also observe the 
merging of flat zones which allows a very good preservation of the 

l+5uJ‘r‘ = lJx. 

? 
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Fig. 5. Example of flat zones merging with opening by reconstruction 

contour information. Fig. 6 presents the histogram of the number 
of flat zones, as a function of the size of the structuring element. 
The original image contains more than 30 OOO flat zones for 65 536 
pixels. The majority of flat zones are reduced to one or two pixels. 
The histogram illustrates how flat zones are merged by the filtering 
process. 

Iv. FILTERS BY RECONSTRUCTION 
The introduction of the notion of filters by reconstruction requires 

a new property called connected invarzunce. In the following, the 
term filter denotes an increasing and idempotent operators [ 121, [ 13 1. 

Definition 9-Connected Invariant Filters (Ci-Filters): A filter I ’ 
acting on sets (resp. *acting on functions) is said to be a Ci$lter 
(“Connected invuriant”j1ter) when, for any input A (resp. f), the 
connected components of v(A) (resp. the flat zones of Q ( f ) )  are 
invariant under c ‘ r  (resp. Q). 

As can be seen, this definition concerns filters that are not, a priori, 
connected. The class of Ci-filters is extremely large and, for example, 
all morphological opening (or closing) by connected structuring 
elements as well as their union (or intersection) are Ci-filters. By 
contrast, an opening by a bipoint is not a Ci-filter. 

All the filtering techniques presented in the introduction share two 
fundamental properties: They are Ci-filters and connected operators. 
Let us use these two properties as definition of the class of filters 
by reconstruction: 

Dejnition IQ-Filter by Reconstruction ’ A filter by reconstruc- 
tion is any connected Ci-Filter. 

Most of the filters by reconstruction used in practice are obtained 
by composition of openings by reconstruction and their dual (closings 
by reconstruction). Moreover, the two major classes of openings by 
reconstruction are obtained by means of either an increasing criterion 
or a marker. 

Number of flat wnes 

3oooo 1 
25000 
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lS000 - 
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5000 - 

0 20 40 60 80 100 

Size of structuring element 

Fig. 6. Histogram of the number of flat zones. 

Opening by Reconstruction Following an Increasing Criterion: 
Consider a transformation U’ acting on sets consisting, first, of mea- 
suring an increasing criterion such as the area or the Ferret’s diameter 
of each connected component of the input sets and, second, of keeping 
only the connected components for which the criterion is higher than 
a given limit. This transformation, as well as the filter acting on 
functions * obtained via (3), are filters by reconstruction. Since they 
are moreover anti-extensive, they are opening by reconstruction. A 
typical example of such a filter is the area opening [16]. 

Opening by Reconstruction of Markers: Assume that in the 
case of sets, we have two different inputs: the actual input A and 
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a second input called maker B. Now consider the operator acting 
on sets that consists in keeping all connected components of A 
hitting B .  This operator, as well as its associated operator acting 
on functions (3), are openings by reconstruction. As an example, 
the example described in Fig. 4 is based on this kind of opening 
where the marker is obtained by erosion of the original input 
signal. 

In [14], a large number of properties are demonstrated and dis- 
cussed. In the following, we simply report the most important ones. 
The reader interested in the details and the demonstrations is referred 
to 1141. 

The dual closing of a filter by reconstruction is itself a filter 
by reconstruction. 
If y and y’ (resp. 9 and p’ j  are two openings (resp. closing) 
by reconstruction, they commute, that is, y-/’ = 7’7 (resp. 

The class of filters obtained by composition of any family of 
openings and closings by reconstruction, is composed of filters 
by reconstruction. 
If {y~} is a granulometry of openings (that is if X 2 p 
y,, 2 ? A )  by reconstruction and {PA} is a antigranulometry 
of closings (that is if X 2 p + 2 p,,) by reconstruction, 
then the altemating sequential filter = ? X ~ X  . . . 71 91 is a 
strong filter, that is, 

pp‘ = $Fj. 

= ~x( I  V w X )  = I+!~x(I A $A) .  

v. EXAMPLES OF FLAT ZONE PROCESSING 

The goal of this section is to illustrate some possible use of 
the notion of flat zones and connected operators. To this end, a 
size-oriented and a contrast-oriented connected operator win be 
used. 

A. Examples of Connected Operators 

Size-Oriented Connected Operator-Area Open-Close: Consider 
the opening acting on sets that consist of keeping all connected 
components of the input of area larger than a limit A. It can be easily 
shown that this is an opening by reconstruction. Let us denote by 
rA its associated opening acting on function (defined by (3)). This 
opening is known as gray scale area opening [16]. Finally, the area 
open-close, denoted by Y A ,  is defined as the composition of the 
area opening with its dual. It is a filter by reconstruction which is 
size-oriented in the sense that it removes image components that are 
smaller in area than a given limit. 

Contrast-Oriented Connected Operator: Consider the operator 
$A acting on sets that consists ofheeping all connected components 
of the input .4 hitting a second input B called a marker. Let us 
denote by Q X  the associated operator acting on function [defined by 
(3)]. Assume, moreover, that the original signal is denoted by f and 
that the marker signal is obtained by subtracting a constant X to f. 
This operator is known as X-mbima extraction [l 11 (it is not a filter 
because it is not idempotent). Finally. the contrast operator, denoted 
by XX, is defined as the composition of the Q X  with its dual. It 
is a connected operator that is contrat-oriented in the sense that it 
removes image components that have a contrast smaller than a given 
limit. 

B. Hierarchical Decomposition 

Decomposition techniques are wildly used in image processing. 
They consist of splitting the information contained in the original 
image into several images that are expected to be simpler. The most 
classical approach is to use the decomposition scheme of Fig. 7 with 

LLF# Filter FL 

Decomposed 
images 

Original I 
image 

Fig. 7. Decomposition scheme. 

linear lowpass filters as simplification operators. As illustrated by the 
first row of Fig. 8, the resulting decomposition is frequency-oriented 
in the sense that each image is a passband version of the original 
image. However, the scheme of Fig. 7 is a general decomposition 
structure since the sum of the decomposed images restores the 
original image whatever simplification operators are used. Fig. 8 
presents the decomposition results with linear lowpass filters (fist 
row), morphological open-close filter with square structuring element 
(second row), the area open-close CA (third row), and the contrast 
operator XA (fourth row). The major drawback of using a linear 
lowpass filter in the decomposition can be seen around contours: Any 
transition contains a large range of frequencies and therefore appears 
on all levels of the decomposition. The use of open-close filters 
partially solves this problem; however, the decomposition is strongly 
influenced by the shape of the structuring.element (square). The area 
open-close filters successfully classify the image components as a 
function of their size. Moreover, the information conceming one 
object is concentrated mainly on one level of the decomposition and 
is not corrupted by an arbitrary shape such as a square structuring 
element. The decomposition with the contrast operator has similar 
characteristics except that the classification criterion is the relative 
contrast. In conclusion, the main advantage of using connected 
operators within a decomposition scheme is the better classification 
of the information and representation of the image components on 
each level. 

, 

C. Segmentation 

Connected operators being able to simplify while preserving the 
contour information are very attractive for segmentation purpose. Let 
us illustrate two very simple examples. 

A fairly general approach to morphological segmentation [8] 
involves three steps: image simplification, marker extraction, and 
contour definition. The goal of the image simplification is to remove 
the useless information. The marker extraction identifies the presence 
of homogeneous regions. It results in a set of connected components 
indicating the interior of the regions. Finally, the contour definition 
precisely locates the transitions between the previously extracted 
regions. This third step is classically performed by the so called 
watershed algorithm [8]. 

Fig. 9 illustrates a size-oriented segmentation. The first row 
presents the original image, the result of a simplification with an 
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Fig. 8 .  
erator (last row). 

Decomposition with linear lowpass filter (first row), morphological opedclose (second row), area opedclose (third row), and contrast op- 

area open-close (area limit of 60), and the sets of flat zones after 
simplification. There is a very large number of flat zones; however, 
only 91 are larger than the size limit df 60. The presence of small flat 
zones after the area filter corresponds to transition areas like ramps 
between large flat zones. Let us take as markers all flat zones of size 
larger than 60. The resulting set of markers is shown in the second 
row of Fig. 9, together with the qegmentation result obtained with 
the watershed algorithm. The segmentation result is in two forms: a 
segmentation map and a synthetic image where each region has been 
filled by the mean of the original image. The segmentation contains 
91 regions and represents all “large” regions. 

Fig. 10 presents a similar result for a contrast-oriented segmen- 
tation. The first row presents the original image: the simplified 
images for positive and negative contrast (contrast parameter = 40). 
The marker extraction is simply achieved by taking all the flat 
zones of the image after contrast simplification where the difference 
between the original image and the simplified one is equal to X at 
least in one point. As shown in [ll],  these flat zones correspond 
to the components that have a contrast higher or equal to A. 

The last row of Fig. 10 shows the set of markers as well as the 
corresponding segmentation result. The segmentation involves 104 
regions. A comparison with the result of Fig. 9 reveals that the 
segmented regions are of very different size and that the main 
segmentation criterion is actually the contrast. 

VI. CONCLUSION 
In this correspondence, the notion of connected operators has been 

defined and discussed. Starting from the definition for set operator, 
it has been extended to function operators. Typically, a connected 
operator acting on functions is a transformation that enlarges the 
partition of the space created by the flat zones of the functions. It has 
been shown that from any connected operator acting on sets, one can 
construct a connected operator for functions (however, it is not the 
unique way of generating connected operators for functions). Then, 
the concept of pyramid has been introduced in a formal way. One of 
the most important results of this study is that if a pyramid is based on 
Connected operators, the flat zones of the functions increase with the 
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Fig. 9. 
mentation results. 

Size-oriented segmentation. First row: original image, simplified image, and flat zones. Second row: markers, segmented regions, and seg- 

Fig. 10. 
row: markers, and segmented regions, segmentation results. 

Contrast-oriented segmentation. First cow: Original image, simplified image (positive contrast), and simplified image (negative contrast). Second 

level of the pyramid. In other words, the flat zones are nested. Filters 
by reconstruction have then been defined, and their main properties 
have been stated. Finally, some examples of application of connected 

operators and use of flat zones have been discussed. Their main 
advantage is to be able to simplify the image while preserving the 
contour information. 
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A b s h t - h  this correspondence, we propose design techniques for 
analysis and synthesis filters of ZD perfect reconstruction filter banks 
(PRFB’s) tbat perform optimal recOllstructiOII when a reduced number 
of subband signals is d. Based on the 
error between the original signal and some low-resolution representation 
of it, the 2-D filters are optimally adjusted to the statistics of the input 
images 80 that most of the signal’s energy is concentrated in tbe first few 
subband components. This property makes tbe optimal PRFB’s &dent 
for image compression and pattern representatiolls at lower n s o l ~ t i ~ ~  
for dsssl&eotion purposes. By extending recently introduced ideas from 
frequency domain prindpal component analysis to two dime“s, we 
present results for general 2-D discrete nonstationary and stationary 
seeond-order proteases, showing that the optimal filters are nonseparable. 
Particular attention is paid to s e p b l e  random fields, proving that 
only the first and last Alters ofthe optimal PRFB are separable in this 
case. Simulation resdts that illustrate the theoretical achievements are 
presented. 
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the information content of signals and especially images [7]. Repre- 
sentation of signals at many resolutions gained a further popularity 
with the use of discrete wavelet transform [3], which is implemented 
in a straightforward manner by filter banks using quadrature mir- 
ror filters (QMF’s) [lo]. In image processing, all the above ideas 
converge to subband processing [12], [13]. Image decomposition 
is performed with an appropriate filter bank of decomposition (or 
decimating) filters. Appropriate reconstruction (interpolating) filter 
banks guarantee perfect reconstruction of the original image from 
its subband components [2]. The design of perfect reconstruction 
filter banks is based on the assumption that all subband signals are 
available to the interpolation bank with infinite precision. In practical 
applications, this is not generally true. On the one hand, during 
coding/transmission/decoding, it is possible that some of the subband 
components are lost or discarded so that only a reduced number of 
them is used for reconstruction. On the other hand, quantization or 
other types of additive noise can disturb the subband signals. In both 
cases, perfect reconstruction filters lose their optimality. 

In this correspondence, we assume noise-free subband sequences 
and consider the case of discarding some of the subband channels. 
For optimal synthesis filterbank design in the presence of subband 
noise, refer to [4]. This means that if we decompose the original 2-D 
signal in P x P subband components, we consider transmission of 
only the first Q of them with Q < M = P x P. The objective then is 
to minimize the reconstruction mean squared error (MSE). To achieve 
the minimization of the MSE, we design analysis and synthesis filters 
that are able to concentrate most of the signal’s information into the 
first few, say Q,  channels. The designed filters are optimaUy adjusted 
to the statistics of the input signals. 
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