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A Recursive Thresholding
Technique for Image Segmentation

M. Cheriet, J. N. Said, and C. Y. Suen

Abstract— In this correspondence, we present a general recursive
approach for image segmentation by extending Otsu’s method. The
new approach has been implemented in the scope of document images,
specifically real-life bank checks. This approach segments the brightest
homogeneous object from a given image at each recursion, leaving only
the darkest homogeneous object after the last recursion. The major steps
of the new technique and the experimental results that illustrate the
importance and the usefulness of the new approach for the specified class
of document images of bank checks will be presented.

Index Terms—Grey-scale images, image enhancement, image segmen-
tation.

I. INTRODUCTION

The problem of image segmentationhas received considerable
attention in the literature [12], [17], [20], [21]. Several methodologies
have been proposed to tackle this problem, however, two approaches
are widely used in this context: edge-based-like [4], [9], [22] and
region-based-like [1], [2], [7], [8], [16]–[18]. In edge-based methods,
the local discontinuities are detected first and then connected to form
longer, hopefully complete, boundaries. In region-based methods,
areas of an image with homogeneous properties are found, which
in turn give the boundaries. The two methods are complementary,
and one may be preferred to the other for some specific applications
like document image analysis. In their remarkable work, Sahooet
al., Palet al., and Trieret al. presented an excellent survey on image
thresholding that tested the performance of many automatic global
and thresholding techniques.

In fact, there is currently a substantial and growing interest in
the field of document image understanding where several research
groups are developing and designing systems to automatically process
and extract relevant information from documents such as engineering
drawings, maps, magazines, newspapers, forms, and mail envelopes
[3], [5], [6], [13]–[15], [24], [25].

Our interest in this work is to develop a general recursive thresh-
olding technique for grey-scale images, and demonstrate the need
for such a new technique in the field of document processing for
document analysis and understanding. Of course, the new technique
also aims at preserving the topological properties of the extracted
information that will be used for further processing.
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II. GENERAL SCOPE OF THEMETHOD

In segmenting several objects from a given image, the determi-
nation of multilevel threshold values should not be constrained by
the number of objects in that particular image. For example, [16]
is adequate when the image has exactly three or fewer objects.
Moreover, [18] is based on statistical and spatial information re-
quiring that the histogram consists of only Gaussian distributions.
Despite the fact that grey-level distributions, small objects, and object
overlapping are some of the most complicated issues that create
several challenging difficulties for multilevel threshold selection
in images, a thresholding technique must be able to segment a
digitized image into different objects with similar properties. In this
correspondence, we will present an extension of Otsu’s approach [11]
as a general technique for image segmentation and limit the scope
of the problem to document images. The new approach goes beyond
segmenting only one bright object from an image to an approach that
recursively segments the brightest object at each recursion, leaving
the darkest object in the given digitized image. The recursive method
is developed without any constraints on the number of objects in
the digitized image. Section III will briefly present Otsu’s method,
Section IV will present the general scope of the recursive thresholding
technique, and Sections V and VI will present the experimental
results and the conclusion of the new approach on document images
as a particular application.

III. OTSU’S APPROACH

This method, as proposed in [11], is based on discriminant analysis.
The threshold operation is regarded as the partitioning of the pixels of
an image into two classesC0 andC1 (e.g., objects and background)
at grey-level t, i.e., C0 = f0; 1; � � � ; tg and C1 = ft + 1; t +

2; � � � ; l�1g. As stated in [11], let�2W , �2B , and�2T be the within-class
variance, between-class variance, and the total variance, respectively.
An optimal threshold can be determined by minimizing one of the
following (equivalent) criterion functions with respect tot:
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Of the above three criterion functions,� is the simplest. Thus, the
optimal thresholdt� is defined as
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where ni is the number of pixels with grey-leveli and n is the
total number of pixels in a given image defined asn =

l�1

i=0
ni.

Moreover,Pi is the probability of occurrence of grey-leveli defined
as Pi = n

n
.

Otsu’s method as proposed affords further means to analyze further
aspects other than the selection of the optimal threshold for a given
image. For a selected thresholdt� of a given image, the class
probabilitiesw0 andw1 indicate the portions of the areas occupied
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Fig. 1. Image segmentation using Otsu’s method on an image with two
objects. (a) Original grey-scale image. (b) Histogram wheret� is the optimal
threshold. (c) Final result (classC1). (d) Thresholded background (classC0).

by the classesC0 and C1. The class means�0 and �1 serve as
estimates of the mean levels of the classes in the original grey-level
image. Moreover, the maximum value of�, denoted by��, can be
used as a measure to evaluate the separability of classesC0 and
C1 in the original image or the bimodality of the histogram. This
is a very significant measure because it is invariant under affine
transformations of the grey-level scale. It is uniquely determined
within the range

0 � � � 1:

The lower bound (zero) is obtained when and only when a given
image has a single constant grey level, and the upper bound (unity)
is obtained when and only when two-valued images are given. This
property is an important criteria that we will use in extending Otsu’s
approach.

In digital images, the uniformity of objects plays a significant
role in separating these objects from the background. In fact, Otsu’s
method in thresholding grey-level images is efficient on the basis of
uniformity measure between the two classesC0 andC1 that should be
segmented. Fig. 1 illustrates the results after applying Otsu’s method
on the given image.

IV. EXTENSION OF OTSU’S APPROACH(DYNAMIC THRESHOLDING)

In the previous section we presented Otsu’s method, which per-
forms well on images with two classes. However, Fig. 2(c) illustrates
the limitation of this method. In fact, Fig. 2 shows that if an image
has more than two objects, then by applying [11] only one object is
thresholded. Hence, we propose thresholding recursively and proceed
in the following way: according to [11], a global threshold value is
evaluated for a given image, Fig. 3(a), and a new image with one
object (the brightest) being thresholded is produced, Fig. 3(c). Now,
the regions, as in Fig. 3(c), are considered as the given image and the
process of histogramming, peak selection, and thresholding as in [11]
is recursively repeated until no new peaks can be found or regions
become too small. In this sense, an effective recursive segmentation
technique that segments the brightest object at each recursion can be
achieved.

Formally, letN be the set of natural numbers,(i; j) be the spatial
coordinates of a digitized image, andG = f0; 1; � � � ; l�1g be a set of
positive integers representing grey levels.1 Then, an image function
can be defined as the mapping

f : N �N :! G

1In our model, we assumel = 256.

Fig. 2. Image segmentation using Otsu’s method on an image with multiob-
jects.(a) Original grey-scale image. (b) Histogram wheret� is the optimal
threshold. (c) Final image containing the darkest object. (d) Thresholded
background (brightest object).

Fig. 3. Image segmentation using recursive method on images with mul-
tiobjects. (a) Original grey-scale image. (b) Histogram whereTHR1 and
THR2 are the optimal thresholds during the first and the second recursions.
(c) Image after thresholding the first object(C0) using THR1. (d) First
thresholded background objectC0. (e) Imagefp that contains the darkest
object. (f) Second thresholded background objectC1.

wheref(i; j) is the grey level of a pixel whose coordinates are(i; j),
0 � i � H, and0 � j �W , andH andW are the height and width
of a digitized imagef , respectively. Also, by convention, the grey
level zero is the darkest and the grey levell� 1 is the brightest.

As a first step, given an imagef , a smoothed imagef�lt is gener-
ated whose intensity at every pixel(i; j) is obtained by averaging the
intensity values of the pixels off contained in a 3� 3 neighborhood
S of (i; j). Formally

f�lt(i; j) =
1

K
(n;m)2S

f(n;m); 8(i; j) 2W �H

whereK is the total number of points inS andW andH are the
width and height of the imagef . This smoothing is required in order
to produce better histograms to get more accurate thresholds.

Now, given f�lt, thresholding as in [11] is applied recursively.
Initially, a grey-level histogram is evaluated for the entire image
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Fig. 4. Diagram of recursive thresholding technique.

f�lt as illustrated in Fig. 3(b). From this histogram, the method [11]
automatically calculates the thresholdTHR1 (t� as in Section III) and
the separability factorSP1 (�� as in Section III) for the entire image.
SP1 is a number ranging from zero to one, indicates the likelihood
of separating the class that has the lowest intensity in the image from
the other classes in the same image. If the separability factor is less
thanS (S = 95% which is determined in the training phase), which
indicates the existence of two classes that are not 95% (or above)
the same class, the threshold valueTHR1 is used to separate the
two classes or objects. This results in a new imagef1 [Fig. 3(c)]
from which one object (denoted byC0) has been segmented from
the original imagef�lt.

At recursiont (t � 1), we will determine the grey-level histogram
of the whole image, including the white pixels of the background
and use [11] to calculate the separability factorSPt and the threshold
valueTHRt. If SPt exceeds 95%, the process will terminate, since
the image has only one object remaining against a white background.
However, if SPt does not exceed 95%, the recursive process is
repeated to threshold an objectCt. Recursion is repeatedp times
until no more objects can be segmented. As a result, we obtain

f�lt = C0 C1 � � � fp

where fp [fp = fthr, as in Fig. 3(e)] is the object that remains
after segmenting the different objects. A diagram of the system is
presented in Fig. 4.

V. APPLICATION TO CHECK IMAGES

As pointed out in Section II, the purpose of the new proposed
thresholding method is to develop a general recursive thresholding
technique for grey scale images and apply it to document processing
for document analysis and understanding. In fact, the new technique
will facilitate the process of information extraction from document
images and preserve the topological properties of the extracted infor-
mation that will be presented for further processing and recognition
as in [23].

In pursuing this line, 220 real-life bank checks were used to train
the system, and 505 different checks were used to test its performance.
The training set is used to select an optimal value forS, which is set to
95% in this experimental application. For other applications, however,
the value ofS will differ depending on the intensity of the objects
in the scene image. The optimal value ofS should produce the best
performance results even though performance evaluation of image
processing techniques such as image segmentation is a nontrivial
task to pursue. In tackling this problem, a set of human visual
criteria were defined where each criterion is given a weight. Several
performance evaluation techniques for image segmentation [21] and
thinning [19] follow the same approach. In this application, the

Fig. 5. Image segmentation using recursive method on a sample check
image. (a) Original grey-scale check image. (b) Histogram whereTHR1 and
THR2 are the optimal thresholds during the first and the second recursions.
(c) Image after thresholding the first background brightest object(C0) using
THR1. (d) First thresholded background objectC0. (e) Image fp that
contains the foreground darkest object which is the handwritten information.
(f) Second thresholded background objectC1, which is the brightest object
in the grey-scale image shown in (c).

performance was analyzed by visual inspection considering criteria
such as the thickness, intensity, and connectivity of strokes of the
items to be extracted from the check images.

In Table I we used the following convention.

D: dark background or dark handwritten
D+: very dark background or very dark handwritten information
S: simple and homogeneous background with no figures
C: complex background with homogeneous figures considered

as one object (refer to Section IV)
C+: complex background with nonhomogeneous figures consid-

ered as multiobjects (refer to Section IV)
t: thin handwritten information
T: thick handwritten information
L: very light handwritten information
L+: light but not dark handwritten information

As an example to illustrate this notation, the check image presented
in Fig. 5 is considered as having the attributes ofD, C+ for its
background [Fig. 5(d) and (f)] andft; Tg andD+ for its foreground
[Fig. 5(e)]. Moreover, columnsA;B;C;D;E;F; and G represent
the number of check images, average size of an image in megabytes,
background and foreground of a given cheque imagef , time in
seconds in calculatingf�lt; fthr, and their corresponding total time,
and the performance analysis of the system, respectively.

Table I indicates that the training and testing checks have good and
satisfactory results when the target object required is the darkest in
the given image. However, when the targeted object in a given image
is not the darkest object, recursive segmentation will not properly
segment the targeted object. The last two entries in Table I illustrate
this point.

The system is developed under a Sun Sparc 330 (Sparc 1), with 24
M of memory and 25 MHz. An HP scanner is employed to capture
the image of checks. The resolution of digitization of the experiment
can vary between 200 and 300 dpi.
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TABLE I
EXPERIMENTAL RESULTS

VI. CONCLUSION

In this work, we introduced a new and general method for image
segmentation by extending Otsu’s approach [11]. At each recursion,
the new approach segments first the object with the lowest intensity
from the given image. The recursive process continues until there
is one object (the darkest) left in the image. As an application,
the new method is trained on 220 real-life bank checks and tested
on another 505 checks to eliminate their background to facilitate
further processing [23] on these checks. Results of the performance
analysis indicated that the new method is very efficient and effective
in segmenting the darkest object in a given image. Currently, we are
developing other segmentation methods [10] based on edge detection
to locate targeted objects that are not the darkest in a given image.
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