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Efficiency Analysis of Multihypothesis
Motion-Compensated Prediction
for Video Coding

Bernd Girod Fellow, IEEE

Abstract—Overlapped block motion compensation or B-frames down to bit-rates as low as 10 kbps for videophones or Internet
are examples of multihypothesis motion compensation where sev-yideo-on-demand applications. Several standards, such as
eral motion-compensated signals are superimposed to reduce the|-|—U_-|— Recommendations H.261 [1] and H.263 [2], [3], or ISO

bit-rate of a video codec. This paper extends the wide-sense sta- .
tionary theory of motion-compensated prediction (MCP) for hy- MPEG-1 and MPEG-2 [4] are based on this scheme. The new

brid video codecs to multihypothesis motion compensation. The MPEG-4 standard follows the same approach [5], [6].

power spectrum of the prediction error is related to the displace- Most of the work for the design and optimization of video
ment error probability density functions (pdf's) of an arbitrary  codecs is carried out experimentally. A theoretical treatment of
number of hypotheses in a closed-form expression. We then study motion-compensated video coding requires many assumptions

the influence of motion compensation accuracy on the efficiency d simolificati for th Ivsis of licated ¢
of multihypothesis motion compensation as well as the influence @10 SiMpincations for the analysis of a complicated system

of the residual noise level and the gain from optimal combination Processing real-world signals. Nevertheless, even an approxi-
of IV hypotheses. For the noise-free limiting case, doubling the mate theory can provide useful insights in the underlying mech-
number of (equally good) hypotheses can yield a gain of up th/2  anisms and give guidance for the design of state-of-the-art video
bits/sample, while doubling the accuracy of motion compensation codecs. A good theoretical framework leads motion-compen-

(such as going from integer-pel tdl /2-pel accuracy) can addition- - . - .
ally reduce the bit-rate by up to 1 bit/sample independent ofV. For sated video coding away from heuristics and toward an engi-

realistic noise levels, it is shown that the introduction of B-frames Neering science.

or overlapped block motion compensation can provide largergains  In 1987, the first comprehensive rate-distortion analysis of
than doubling motion compensation accuracy. Spatial filtering of MCP was presented [7]. It relates the power spectral density
the motion-compensated candidate signals becomes less |mportant¢ee(ww7wy) of the prediction error to the accuracy of motion

if more hypotheses are combined. The critical accuracy beyond . . . .
which the gain due to more accurate motion compensation is small COMPensation captured by the probability density function (pdf)

moves to larger displacement error variances with increasing noise Of the displacement error. The fundamental equation derived in

and increasing number of hypothesesV. Hence, sub-pel accurate [7] is
motion compensation becomes less important with multihypoth-

esis MCP. The theoretical insights are confirmed by experimental _ . 2

results for overlapped block motion compensation, B-frames, and Pec(waswy) = Pos(wa,wy) « (14 [Fwa, wy)|
multiframe motion-compensated prediction with up to eight hy- — 2R(F(wy, wy) Plwe, wy)))

potheses from ten previous frames. F By (W )| F (W, wy)|2 1)

Index Terms—B-frame, hybrid coding, motion compensation,
multiframe prediction, multihypothesis motion-compensated pre- \yhere

diction, overlapped block motion compensation, sub-pel accuracy, horizontal frequency:

video compression. z .
Wy vertical frequency;
@, (wy,wy) spatial power spectrum of the input video
|. INTRODUCTION signal,

OTION-COMPENSATED coding schemes achieve £'(wz;wy)  frequency response of the “loop filter”;
compression by exploiting the similarities between £(w=,«y)  two-dimensional (2-D) Fourier transform of

successive frames of a video signal. Often, with such schemes, the displacement error pdf,
motion-compensated prediction (MCP) is combined with ®nn(wz,wy) power spectrum of residual noise that cannot
intraframe encoding of the prediction error employing an 8 x 8 be predicted by motion compensation;
discrete cosine transform. Successful applications range from¥t(-) real part of a complex number.

digital video broadcasting at several megabytes per secoHie fundamental equation (1) captures the effect that even in-
accurate motion compensation still works well for the low spa-

. . . tial frequency components of the signal. Low frequency com-
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components and effectively switch off motion compensation fi s . o [Fiamams | mrvarams o ;
high frequencies. - Source * | Souree
Based on (1), it is shown in [7] that with integer-pel accurac A ntraframe) 8| [ Meton
of the displacement estimate the additional gain by MCP ov S decoder | | O ctor
optimum intraframe encoding is limited t@®.8 bits/sample in e i
moving areas. Larger gains require fractional-pel accuracy. F Wiotion- .
1/2-pel accuracy, as included in MPEG and in H.263, the gain i !
limited to[11.8 bits/sample. Also, the theory explains why a loo A A |
filter is essential for good compression performance. An o | Dispacement (00)) !
timum loop filter F'(w,,w,,) can be derived from (1), resulting !
in a minimum of the prediction error spectrum of Transmitter Receiver
D (wy, wy) =P, (w,, wy) Fig. 1. Block diagram of an MCP hybrid coding scheme.

(I)ss(wazv wy)

ss (waz ; wy) +Onp (wazv wy)

>(2) results that are needed to treat multihypothesis motion compen-
sation as a linear prediction problem. Section IV introduces the

Shortly afterwards, the theory was complemented and cd¥ewer spectral density model for inaccurate motion compensa-
firmed by experimental results [8]. In particular, it was show#on which is numerically evaluated in Section V. Section VI
that signal components that do not obey the paradigm offigally compares the theory to established experimental results
piecewise constant translation limit the performance of MCP.fRr overlapped block motion compensation, B-frames, and
was found that, for a motion compensation block size of 16MRultiframe motion-compensated prediction.

16 and typical broadcast TV signals/4-pel accuracy appears

to be sufficient, while for videophone signalg2-pel accuracy |l. PERFORMANCEMEASURES FORMOTION-COMPENSATED

is desirable. For videophone signals, bilinear interpolation was HYBRID CODERS

found to perform almost as well as the best Wiener spatial A motion-compensated hybrid coder combines differential
interpola_tion/prediction filter, and an additional Iqop filter ispulse code modulation along an estimated motion trajectory of
not required. These results also appeared in a journal paggr nicture contents with intraframe encoding of the prediction
[9] and are summarized in [10]. Recent textbooks disCUgor . (Fig. 1). The displacement estimaté,, d,) is trans-
motion compensation based on (1) and (2) or simplificationgiteq in addition to the intraframe-encoded prediction error.
of it, e.g., [11], [12]. Similar analyses have been carried out b the receiver, the intraframe source decoder generates the re-
Ribas-Corbera and Neuhoff [14]-[17]. In particular, they havg,nstrycted prediction erraf, which differs frome by some
considered the rate-constrained motion compensation problgfaonsiryction error. The transmitter contains a replication of
in detail that was introduced in [18] and [19]. Vandendorpge receiver in order to generate the same prediction value

et al. have extended the power spectrum versus displacemen; nas peen pointed out by several authors that the motion-
accuracy analysis to interlaced video [13]. _ compensated prediction error sigras only weakly correlated

Many codecs today employ more than one motion-compelsatiglly, e.g., [7]-[12], [26]-[28]. Thus, the potential for redun-

sated prediction signal simultaneously to predict the currefincy reduction in the intraframe source encoder is relatively

frame. The term “multihypothesis motion compensation” hagna|. This finding suggests that the prediction error variance
been coined for this approach [20]. A linear combination

of multiple prediction hypotheses is formed to arrive at the o? = E{c*} — E*{e} (3)
actual prediction signal. Examples are the combination of

past and future frames to predict B-frames in the MPEG & & useful measure that is related to the minimum achievable
H.263 coding schemes [2]-[4], or the combination of three mgansmission bit-rate for a given signal-to-noise ratio [29]. In
tion-compensated signals employing “remote motion vector€3), £{-} is the expectation operator. The minimization of pre-
in the “Advanced Prediction Mode” of ITU-T Recommendadiction error variance (3) is widely used to obtain the displace-
tion H.263 [2], [3]. Both schemes have been experimentalfjent vector and control the coding mode in practical systems.
shown to yield a significant coding gain over the classic4 more refined measure is the rate difference
“single-hypothesis” motion compensation [3], [20]-[25]. 1 T T Do (Wa, wy)

While theoretical motivations for multihypothesis motion A= ¢ / / log, <m> dwy dwy.  (4)
compensation have been presented [20], [24], its rate-distortion e seATE T

efficiency in terms of motion compensation accuracy and (4), ®cc(ws,w,)and®,,;(w,,w,) are the power spectral den-
number of hypotheses employed has not yet been analyzsitles of the prediction errerand the signat, respectively. Un-

It is therefore the goal of this paper to extend (1) and (2) tike (3), the rate difference (4) takes the spatial correlation (or
multihypothesis motion-compensated prediction, to computpectral flatness) of the prediction errcgind the original signal
performance bounds and to compare these to the establish@to account. It represents the maximum bit-rate reduction (in
performance bounds for classical single-hypothesis motibiis/sample) possible by optimum encoding of the prediction
compensation. Section Il introduces two performance measueesore, compared to optimum intraframe encoding of the signal
for motion-compensated hybrid coders. Section Il reviews thefor Gaussian wide-sense stationary signals for the same mean

.<1—|P(w,;,wy)|2q)
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squared reconstruction error [29]. A negati¥é? corresponds general than the conventional definition of tve-periodic dis-

to a reduced bit-rate compared to optimum intraframe codingete-space Fourier transform, e.g. see [30]. We restrict the re-

while a positiveAR is a bit-rate increase due to motion comgion of support of the Fourier transform to the baseband and do

pensation, as it can occur for inaccurate motion compensatioot consider baseband replications. This restriction greatly sim-

The maximum bit-rate reduction can be fully realized at higplifies dealing with fractional-pel shifts in the following without

bit-rates, while for low bit-rates the actual gain is smaller [7kacrificing generality.

Note that we neglect the rate required for transmitting the dis-It is well-understood how to predict a scalar siga&iom the

placement estimat&ix, cZy) in addition to the prediction error vector-valued signal, such that the mean square of the predic-

e. The optimum balance between rates for the prediction ertown error

signal and displacement vectors strongly depends on the total

bit-rate, as discussed, e.g., in [19]. For high rates, it is justified clz,y] = slz,y] = flz, 4] * cla, 9] ()

to neglect the rate for the displacement vectors, while for 10 \inimized. Nevertheless, we present a brief summary here

rates it is essential to take it into account. Throughout this PaPEf: have the important results handy. In (7), the asterisk

we shall employA R as our performance measure. denotes generalized 2-D convolution, i.gfz,y] * cfz,y] =

2pujen, fwsv]-clz —u, y —v], where the resultis calculated

lll. M ULTIHYPOTHESISMOTION COMPENSATION AS ALINEAR  for ail valliesje, 9] € {[,3] : [1—u, y—v] € LLA[u,v] € L1},
PREDICTION PROBLEM with II; andIl. the sampling grids of [, 4] and ¢[xz, ], re-

Let sz, y] be a scalar 2-D signal sampled on an orthogonapectively. f[z, ] is a row vector of impulse responses. The
grid with horizontal spacingt and vertical spacing”. Let power spectral density of the prediction error is
[z, y] be a vector-valued signal (column vector of lengé
sampled at the same positions. For the problem of multihy-
pothesis motion compensation, we interprets the vector of — Flwg, wy)Pes(wa, wy)
multiple motion-compensated frames available for prediction, + F(way wy)Poc(Wa, wy ) (wa, wy). (8)
ands as the current frame to be predicted.

Assume that andc are generated by a jointly wide-sense stdD (8), F'(wz, wy) = F.{f[z,y]} is a row vector ofN' com-
tionary random process with the real-valued scalar power Spg@x transfer function_s. We shall omit the in_dependent variables
tral density®, ,(w., w, ), the N x N power spectral density ma- (<=, wy ), when there is no danger of confusion. The above equa-
trix ®...(ws,w,), and thelV x 1 cross spectral density vectortion thus can be written more compactly as
.. (ws,wy). Power spectra and cross spectra are defined ac-(bee — o, &, 1 Fo, 4+

cording to
FO. . F" =d,, — 2R{F®..} + Fo. . F".(9)

(I)ee(wwva) = (I)ss(wwawy) - (I)sc(wwawy)FH(wwva)

— ! ML H
Pap(we, wy) = Pl Elalr + 2"y +y/ P07 [wuli) - (5) Note that in (9),®.. and®,, are real-valuedf’ and®., are

complex row and column vectors, respectively, éngdis a pos-

where itive definite N x N matri
a andb complex column vectors; “V'(I'ah € |n|d¢ " X IV matrix. ¢ is minimized
pH transposed complex conju- e prediction error power spec rme is minimized sepa-
gate ofb; rately at each frequency by the optimum transfer function
[z,y] € 11 sampling locations; ="l (10)

E{alz + 2,y + ¥/ [z,y]} matrix of space-discrete
cross correlation func- as can be verified by inserting = ®Z&1 + AF into (9)
tions between the com- and observing thab.. increases bZAF® . AFT > 0 whenF
ponents ofa and b which deviates from the global minimum (10).
(for wide-sense stationary The corresponding minimum prediction error power spectral
random processes) doedlensity is found by inserting (10) into (8) or (9)
not depend or: andy but o
only on the relative hori- Dee = Pos — Py Poc Pes- 1)
zontal and vertical shifts’
andy/;

FA} 2-D  band-limited dis-
crete-space Fourier trans-
form shown in (6).

Since the optimum multiple input filteF” minimizes the pre-
diction error power spectrud,.. separately at each spatial fre-
quency (wg, wy), it simultaneously minimizes the prediction
error variance (3) and the rate differenad? (4).

IV. POWER SPECTRAL MODELS FORINACCURATE MOTION

Ff}= Z (VeI =iot Y| <, |w,| < 7. COMPENSATION
[z.y]CII Since we are interested in performance bounds of multihy-

(6) pothesis motion compensation, we shall assume that optimum

As in [9], we do not require the origilz = 0,y = 0) to filters F' according to (10) are used and (11) holds. Then, the

coincide with one of the samples. Thus, (6) is slightly morenly remaining problem is an appropriate statistical model of
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c and s that yields®,,, ®.., = ®, and®... As in [7] and ny v
[9]-[11], we assume that an imaggossesses an isotropic spa- ¢, = D1y )=
tial power spectrum T 0 Ty
2 2\ ~ ¢ N2
By (W 0y) = 21 - <1 + Mﬂ) 12 e Dalonoy)= [0
wa wa + e o Ajo b,
q ——————

The power spectrum is normalized to an overall signal varianc . ‘ + s
o2 = 1. It corresponds to an isotropic exponentially decayin ) :
autocorrelation functionu, is a parameter that captures the cor N
relation between adjacent pixels. For the numerical results, v I
shall setv, to correspond to an average correlation factor of 0.9 N D,N(“’X‘f”y)=
that can be measured between horizontally or vertically adjace + &I A

pels in a typical video signal. We now assume that an individual
frames of a video sequence is a noisy, shifted version,&fuch Fig. 2. Statistical model of multihypothesis motion-compensated prediction.
that its power spectrum is

ponentsy; that are associated with, but statistically indepen-
D5 (was wy) = Puw(wa, wy) + Lrno(wa, wy) dent froms, as well as signal components that are associated
o wtw2) ? with s, but independent from each of thg
<1 + = y) +® 0wz, wy)(13)  Assuming that all the,;,7 = 0, ..., N are uncorrelated with
“o signalv, and thatwq is uncorrelated witm;,< = 1,..., N, the
model in Fig. 2 yields

“o

We will come back to the noise with power spectrum
®,n0(wa, wy) in the following discussion. For now, it suffices
to say thatn is typically white noise with a variancg? < 1.
Obviously, multihypothesis motion-compensated predicti
should work best if we compensate the true displacement of the
scene exactly for each candidate prediction signal. Less accurate &, = Dd,, D" + &, (15)
compensation will degrade the performance. However, even for
exact motion compensation, there will be residual signal CoORith the abbreviation
ponents that are present in one frame, but not in the other.
To capture the limited accuracy of motion compensation, we

(Pcs = (Pcv = D(I)'U'U (14)

e IWa Ba1—jwy Ay1
—Jwa Amz—jwy AyQ

associate a displacement er(ax,;, A,;) with theith compo- ¢
nente; [x, y] of the vector of motion-compensated candidate sig- :
nals [z, y]. The horizontal displacement erra,; is normal- D= e Jws Das—jwy Ay; (16)

ized relative to the horizontal sampling intervél the vertical
displacement errof\,; relative toY'. Further, we assume that
the “clean” video signab can be predicted up to some residual

noisen; frome; [z, y|, if its associated displacementerrorwouldbm(wm’wy) is an N x N diagonal matrix with elements
vanish. Fig. 2 illustrates this model. Since the current framg (., wy),i=1,..., N ifthe individual noise components
5 = v+no contains additional noise, uncorrelated fron, the - ,; are uncorrelated which shall be assumed in the following.
noisy” video signals can be predicted up to residuaj + n; We now interpret the displacement errgs,;, A;),i =
from ¢;, if the displacement errqid,;, Ay;) = (0,0). 1,...,N as random variables which are statistically indepen-

The displacement error reflects the inaccuracy of the digant fromy andn,,s = 0,..., N. With that, we rewrite (14)
placement vector used for the motion compensation. Even §ig4 (15) as

best displacement estimator will never be able to measure the

displacement vector field without error. More fundamentally, &, = E{D}®,, (17)

the displacement vector field can never be completely accurate

since it has to be transmitted as side information with a linangd

ited bit-rate. The “noise’n; + ny comprises all signal com-

ponents that cannot be described by a translatory displacemedt,. = E{D<I>,,,.,,,.DH} 4+ &, = <I>,,,.,,,.E{DDH} 4+ ®@,.n. (18)
model. This includes not only camera noise and quantization

noise due to source coding of the signgbut also illumination We observe that (see (19) at the bottom of the next page). Thus,
changes, resolution changes due to zoom and varying distatfeth componenk; (.., w, ) of E{D} is the 2-D Fourier trans-
between camera and object, sampling artifacts, and so on. ¥em F{p;(A,;, A,;)} of the continuous 2-D pdf of the dis-
deliberately split up the noise into separate componenisith  placement erron\,;, A,;. Since the integral of a proper pdf is
power spectral densit®,,,,;(w-,w,) andn, with power spec- one,F;(0,0) = 1. Toward higher frequencie$};(w,, w,) de-
trum @,,,,0(w5, wy). In this fashion, we can model signal com-cays quickly forinaccurate motion compensation and slowly for

e IwWe Da N —jwy Ay N
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accurate motion compensation. For the expected value in (18)In analogy to the single-hypothesis case discussed in the in-
we obtain troduction, (21) and (23) capture the effect that motion compen-
. . . sation is easy for low spatial frequency components of the video
1 . P PIP?;_ PlP{)_" signal but difficult for high spatial frequencies. Since high-fre-
Bl 1 BPs - PPy quency components change rapidly, a high motion compensa-
: : : : tion accuracy is required. If motion compensation is inaccu-
PyPf PPy PyPp - 1 rate, thenP; <« 1V¢ in (21) and (23) for high frequencies, and
(20) @ ./®,s = 1 results in (21), and, assuming additionally that
Equation (20) holds under the assumption that the displacemeapt= «,Vi, j, then®,./®;; ~ 1+ FF in (23). Obviously,
erorsA,;, Ay and A5, A,; are mutually statistically inde- the optimum filterF” is a low pass filter that removes high fre-
pendent fori # j. Note that we do not require that the indiquency components fromthat are too noisy or that change too
vidual horizontal and vertical componenks,; andA,; are in- rapidly for the given displacement error.
dependent. Combining (11), (17)—(19), and (20) we obtain the
fundamental equation of multihypothesis MCP (see (21) at the V. NUMERICAL RESULTS
bottom of the page) with

E{DD"} =

Let us now use the results in Section IV to evaluate some

b, interesting cases numerically. [7] studies the case of a flat noise
Ci= e (22)  power spectrum
2
Knowing the pdf’s of the displacement errqia;, A,;) and D (wa,wy) = 0y, (24)

the spectral noise-to-signal power ratiogw.,, w, ), we can use
(21) and (4) to calculate the maximum rate difference due
multihypothesis motion compensation.
If we do not use the optimum filters (10), but some other sub- 1 < A2 4 A§>
exp| —————

and single-hypothesis motion-compensated prediction with an
itaootropic Gaussian displacement error pdf of variange

optimum transfer functior”, we can combine (9), (17)—(19), P(Bz, Ay) = ol 952 (25)
and (20) to obtain (23), shown at the bottom of the page. Note 2 2
that for ¥ = 1 andag = 0, we obtain the fundamental equa-Can we do better if we combine several hypotheses even though
tions of motion-compensated prediction (1) and (2) as speciaky have the same displacement pdf (25) and noise spectrum

cases of (23) and (21). (24)? Fig. 3-5 show the rate difference (4) as a function of

e IWaDa1—jwy Ay1

e IwaDaa—jwy Ay

B} = [ [ pun s e Ag) 0B, Ay A, dDyy

e IWa Bai—jwy Ay

e IwWe DaN—jwy Ay N

F{pl(Amlv Ayl)\lL Pl(wacva)
F{p2(Az2, Ay2)} Pr(wy,wy)
- o = oY (19)
F{pA’(AJJA’7 Ay]\’)} PN(wxa wy)
PA\N" /140y PP} PP - PPLN\ ' /P
(I)ee PQ PQP* 1+C¥2 PQP* PQP*T PQ
P =1— (1 +a) T o . . 21)
Py PyPr PyPy PyP; -+ 14ay Py
P, 1+ay PPy PP - PP}
P, P. PP 1+ay BPF --- PPy
=14 (ltag) | —2miF| + F o . L s (23)

Py PyP}{ PyP; PynPy - l4apn
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displacement error variance for different residual noise levels 0
RNL = 10log;,(c2) dB. Before interpreting these curves, a G
comment on the horizontal axis calibration is in order. !
The horizontal axes in Figs. 3-5 are calibrated by 5
log,(v/120A) to support an easier interpretation of the g s
diagrams. Consider a perfect displacement estimator tha.i;‘s -3 N < S
always estimates the true displacement. Then, the displacemel % 2
error (A, A,) is entirely due to rounding. In moving areas § Z 8 1€ oy
with sufficient variation of motion, the displacement error is 3? 5 §
uniformly distributed betweef2°—* and+2°-! wheres = 0 zi S s s |
for integer-pel accuracyi = —1 for 1/2-pel accuracyg = —2 2 6 % ................. g ..................................................
for 1/4-pel accuracy, etc. The minimum displacement error g 2
variance in moving areas is -7 .
-4 -3 -2 -1 0 1 2
52 displacement inaccuracy  log, («/EO' N )
JQA/ min — E (26) Fi . . . .
g. 3. Rate difference compared to optimum intraframe coding due to

. . multihypothesis motion-compensated prediction as a function of displacement
It turns out that the precise shape of the displacement error pebr variance for combining different numbers of hypothedgsResidual

has hardly any influence on the variance of the motion-corficise level RNL= —60 dB.
pensated prediction error?, as long as the displacement

error variances3 does not change. A uniform pdf and a 0
Gaussian pdf yield essentially the same varianggsThus, 02
for a given 3,log,(v/120) cannot be smaller thag@ in b4
moving areas. On the other hand, a good displacement esti- & -0.6
mator can probably come close to that value. Note that this é 08
requires more sophisticated motion compensation than the = .
blockwise constant displacement common today [1], [2]. & i

Buschmann [31] shows that for typical CIF videoconfer- § -1.2
encing sequences and blockwise constant displacement, anis -14
additional displacement error variance of about 10% of the fnj 16
displacement variance3 is introduced forl6 x 16 blocks, 18
and of 5% ofo? for 8 x 8 blocks. For example, far6 x 16 2 ‘

blocks, he measures displacement error variances that cor-
respond tolog,(v120A) = 0.57,logy(v/1204) = 0.52,

and log,(v/1204) = 0.51 for integer-pel, half-pel, and
quarter-pel accuracy, respectively, (as opposed to the theoret-

1
'
(8]
'
[\
'
—_
<
—
[\]

displacement inaccuracy ~ log, ( V12a, )

; > (/19 —0 —1 — Fig. 4. Rate difference compared to optimum intraframe coding due to
ical 1082( 120&) 0,-1, 2)' multihypothesis motion-compensated prediction as a function of displacement
error variance for combining different numbers of hypothe3esResidual
A. Noise-Free Case noise level RNL= —24 dB.
Fig. 3 shows the rate difference (4) as a function of 0

log,(v/1204) for the practically noise-free case with

RNL = —60 dB. Note that we should avoid setting = 0 be- .1 e
cause we then cannot invert the matrix in (21)at= w, = 0.
For N = 1, Fig. 3 shows again the known result that the gain 0.2 b e

due to integer-pel accurate motion compensation is limited to
~0.8 bits/sample [7]. Fot/2-pel accuracy, the gain is limited

to ~1.8 bits/sample. For each refinement of the accuracy by a
factor of 2, the bit-rate decreases by about 1 bit/sample. This
also holds for the multihypothesis curvds> 1.

Doubling the number of hypotheses decreases the bit-rate by
1/2 bits/sample in the part of the diagram, where the curves in
Fig. 3 are straight and parallel. Thus, quadrupling the number ; i
of hypotheses provides as much gain as refining the displace- -4 -3 -2 -1 0 1 2
ment accuracy horizontally and vertically by a factor of two for displacement inaccuracy logz(\/ﬁ%)
the noise-free case. Note that we can also interpret a refinement

of the resolution of the displacement vector from integer-pel fdg: 5. Rate difference compared to optimum intraframe coding due to
multihypothesis motion-compensated prediction as a function of displacement

1/2-pe|, or from1/2-pe! t01/4-pel as q_uadrUp”ng the numbererror variance for combining different numbers of hypothe3esResidual
of hypotheses for motion compensation. For example, for theise level RNL= —12 dB.

rate difference (bit/sample)
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refinement from integer-pel to/2-pel, we obtain three addi-

tional polyphase representations of the same image el to | \ /
the right,1/2 line up,1/2 pel to the right and /2 line up), each B C

with integer-pel resolution. ‘ 22dB T 42dR

At 1/2-pel or integer-pel accuracy, the curves in Fig. 3 are
no longer straight and the rate differences become somewhat
smaller. E.g., going frolV = 1to N = 2 hypotheses decreases
the bit-rate by 0.3 bits/sample at integer-pel accuracy. 0dB >yi—

y B
. ) 22dB
B. Influence of Residual Noise

X
Fig. 3 suggests that almost arbitrary bit-rate savings are pos-
sible by using more and more accurate motion compensation.
This would indeed be the case if the hypothesis signals were ) ) )
noise-free. More realistic numerical results for the range of ngime'A’ perfor mhsggtehg:it'sr?shes‘;ﬂ; %‘{e&?ﬁfgg g'g?gﬂﬁg°gggpcﬁiggfg‘j”- At
curate motion compensation are obtained by taking into account= 4. The gains given are relative to single hypothesis MCP for a residual
the noise components,i = 0, ..., N. Figs. 4 and 5 illustrate noise level RNL= —24 dB.

the efficiency of single-hypothesis and multihypothesis motion
compensation as a function of displacement error variance f%h noise casBNL = —12 dB and also for RNL= —24 dB.

residual noise levels RN —24 dB and RNL= —12dB. The - 5 for the academic case RNE —60 dB is there a slight ad-
observations that were reported in [9], [10] for single-hypothesjg yiage of going from integer-pel 1g2-pel accuracy over com-
motion compensation can be extended to multihypothesis M@aing four integer-pel motion hypotheses. For the high noise
tion compensation as well. Beyond a certain “critical accuracy, s e RNL= —12 dB. even an increase frofi = 1 to N = 2

the possibility of further improving prediction by more accuratgy qre effective than increasing the accuracy from integer-pel
motion compensatpn is small. The grmcal pomt is at a low d|§;J 1/2-pel. For practically interesting cases, we conclude that
placement error variance for low noise variances and at a h'@&nbining two predictions in B-frames or utilizing OBMC as
displacement error variance for high noise variances. Doubliggscribed in [24] or as practiced in the H.263 Advanced Pre-

the number o_f hypotheses reduce_s the effect of residual NO&tion Mode [2], [3] can yield as good or better a performance
by up to1/2 bits/sample for the noise-free case, but the gain jgerease than the refinement from integet f@-pel accuracy.

usually much smaller with noise. For example, when going frong course, in an efficient codec, we should combine both.
N =1to N = 2atRNL = —12 dB, the gain is less than 0.1

bits/sample. This is due to the fact that the noise power specga
Dt = 1,..., N are significantly larger thag,,,, for all but :
the lowest frequencies and most of the spectrum is suppressefio far, we studied the case when an optimum filter (10) is
by the optimum filterF". When combining more hypotheses, theised. How important is that? Can we “get away” with simply av-
independent noise components: = 1,..., N are more effec- eraging theV hypotheses and not filtering spatially? This case
tively suppressed, such that more of the spectrum is recoveveth F = (1/N 1/N ... 1/N) is shown in Figs. 6-8. The
for motion compensated prediction. Ultimately, for small disdashed lines correspond to averaging the hypotheses while the
placement error varianeei and largeV, ®.. = @0, i.€., the solid lines correspond to optimum filtering according to (10).
noise component, associated with the current frame canndtor the noise-free case RN —60 dB, we can observe a
be reduced by prediction. Therefore, we observe diminishiggin due to spatial filtering only for inaccurate motion com-
returns and ultimately a saturation for increasifig Because pensation. However, with the more realistic RNL —24 dB
of the combination of these diminishing returns and more dfFig. 7) and RNL= —12 dB (Fig. 8), spatial filtering becomes
ficient prediction with increasingv for largerc3, the critical increasingly important. Interestingly, spatial filtering is less im-
accuracy moves to larger displacement error variances with pertant if the number of hypothes@&increases. For example,
creasingV. Forexample, for RNl= —12 dB, half-pel accuracy in Fig. 7, about 0.13 bits/sample are lost if spatial filtering is
is required to reach a rate within 0.03 bits/sample of the lowesmitted for V' = 1 and integer-pel accuracy, while this loss
rate for ¥ = 1, while for N = 16, this is the case already foris negliable forN = 4 and N = &. This is because aver-
integer-pel accuracy. This implies that accurate motion compeaging several hypotheses reduces the noisech that higher
sation is less important with a multihypothesis scheme. frequency components can benefit from motion-compensated
If we again estimate the maximum gain possible by introduprediction if the displacement error variance is small enough.
tion of B-frames instead of P-frames, but now for the high-noig¢ote that for inaccurate motion compensation, the bit-rate re-
case RNL= —12 dB and1/2-pel accuracy, we can read aquired for the prediction errar can actually be higher than for
difference of 0.07 bits/sample betwedh = 1 and N = 2 the original signak if spatial filtering is omitted. Nevertheless,
from Fig. 5. This is a significantly smaller gain (only abdy¥) averaging several equally good hypotheses always reduces the
than for the noise-free case (Fig. 3). Interestingly, increasing thié-rate. When comparing Figs. 6—8, we can also conclude that
number of hypotheses frolM = 1to IV = 4 is more effective in a practical codec (with reasonably accurate motion compen-
than increasing the accuracy from integer-pel t8-pel for the sation), the major purpose of an optimurmwill typically be

Averaging Hypotheses
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Fig. 7. Rate difference compared to optimum intraframe coding due Kig. 9. Rate difference compared to optimum intraframe coding due to
multihypothesis motion-compensated prediction as a function of displacemeniltinypothesis motion-compensated prediction as a function of displacement
error variance for combining different numbers of hypothead&sResidual error variance for combining different numbers of hypothea&sResidual
noise level RNL= —60 dB. Solid lines assume an optimum filter F, dashedoise level RNL= —12 dB. Solid lines assume an optimum filter F, dashed
curves show the case where hypotheses are simply averaged. curves show the case where hypotheses are simply averaged.

0.5
g TABLE |

e VARIANCES OF THE
7 1 MOTION-COMPENSATED PREDICTION ERROR FORTHREE DIFFERENT
SEQUENCESUSING FORWARD PREDICTION, BACKWARD PREDICTION, AND
BIDIRECTIONAL PREDICTION FROM THEPREVIOUS AND THE SUCCESSIVE
FRAME FORBLOCKSIZES16 x 16 AND 8 x 8. VALUES ARE STATED IN dB AS
PSNR = 10log,, 255% /02

integer-pel
N
AY
\

=
1/2-pel accuracy

Blocksize 16 x 16

rate difference (bit/sample)

Signal/accuracy Forward Backward Bidirectional
prediction prediction  prediction

Salesman, integer-pel 34.75 34.71 36.23
: : : Salesman, 1/2-pel 35.38 35.36 36.56
2 4 _‘3 _I2 _.1 0 1 5 Flowergarden, integer-pel 26.40 26.70 30.73
displacement inaccuracy logz(«/EO'A) Flowergarden, 1/2-pel 27.73 28.08 30.70
Kiel Harbour, integer-pel 31.61 30.50 34.73
Fig. 8. Rate difference compared to optimum intraframe coding due Kiel Harbour, 1/2 pel 33.96 32.79 35.05

multihypothesis motion-compensated prediction as a function of displacem
error variance for combining different numbers of hypothe3esResidual

noise level RNL= —24 dB. Solid lines assume an optimum filter F, dashec Signal/accuracy Forward Backward Bidirectional
curves show the case where hypotheses are simply averaged.

Blocksize 8 x 8

prediction prediction  prediction

. . . . . . Salesman, integer-pel 35.99 35.94 37.19

that of noise reduction, while the gain by taking into accoul
K - . . Salesman, 1/2-pel 36.74 36.70 37.61

the displacement error pdf’s is relatively small (Fig. 6).

Flowergarden, integer-pel 27.47 27.74 31.92
VI. COMPARISON WITH EXPERIMENTAL RESULTS Flowergarden, 1/2-pel 29.10 29.42 3192
A O | d Block Moti c i Kiel Harbour, integer-pel 31.80 30.70 35.52
- Lveriapped block Motion L-ompensation Kiel Harbour, 1/2 pel 34.18 33.02 35.53

We can use the curves in Figs. 6-8 to obtain an insight inw
the performance of overlapped block motion compensation
(OBMC) as, for example, described by Orchard and Sullivadjacent blocks two hypotheses are averaged, while at the
[24]. In their work, 16 x 16 tessalating blocks are extended tmrner in between four blocks, four hypotheses are averaged.
32 x 32 windows with a 21 overlap horizontally and verticallyin their experiments, Orchard and Sullivan carried out motion
Thus, at each pixel there are four distinct motion-compensateaimpensation with integer-pel accuracy, and we assume that
versions of the previous frame, i.e., four hypotheses. Thige linelog,(v/1204) = 0 applies. Since the dashed curves in
windows taper off, i.e., a linear combination of these foufig. 7 are approximately equidistant around that line, refining
hypotheses is formed with spatially slowly varying weightdhe estimate by incorporating Buschmann's results [31] (see
such that in the center of a block only one hypothesis $ection V) does not change the resulting numbers significantly.
used, in the middle between two horizontally or verticallfDrchard and Sullivan did not use the rate difference measure (4)
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for performance evaluation, but prediction error variance (3). 3 : : : ;
To compare the numbers, we simply convert between (3) and . RNL [dB]
(4) assuming tha R = 1 bits/sample corresponds to 6.02 dB 5 5 : :

in prediction error variance. This is justified since the prediction
error spectrum is basically flat in all the cases compared. We
use the numbers for RNE —24 dB (Fig. 7) to illustrate the
argument in Fig. 9. At point A in the middle of a block, there is
no gain by overlapped neighboring blocks, since only a single
hypothesis is used. In the middle of the edges (points B), two
estimates are combined based on the displacement vectors ¢
the adjacent blocks with roughly equal accuracy, thus the case
N = 2 with a gain of 2.2 dB applies. At the block corners, four
displacement vectors from neighboring blocks are combined
with roughly equal accuracy, hence the case- 4 with a gain 0
of about 4.2 dB applies. This is consistent with the experimental ! Znumber3of hygotheses 8
observation reported in [24] that OBMC improves prediction

most effectively at the edges and especially in the corners of

. . . Fig. 10. Prediction gain for integer-pel accuracy of motion compensation
a block. The overall gain results from a combination of thﬁeasured fotN = 2,3,4,8 hypotheses over single hypothesis prediction

spatially varying gain due to OBMC and can be estimated [gp]. The dashed lines are model calculations for different residual noise levels
be around0 + 2.2 + 2.2 + 4.2)/4 dB ~ 2.1 dB by averaging RNL = —12... —21dB.
the above figures in an interpolation argument. Orchard and

Sullivan measured a best performance for “standard” OBMG n — 9 can be more effective than increasing the accu-
(i._e.,_ without_s_tate variable conditioning) of 1.3 dB (1.7 dE?acy from integer-pel tal/2 pel for sufficiently high RNL.
within the training set). At the block comers, where our mod&imijar observations are made for the Flowergarden and the
computes a maximum gain of 4.2 dB, [24] repoBi® dB  Kie| Harbour sequences. For Flowergardey2-pel accu-
(within the training set). Cons!derlng that the numbers a8cy yields a gain of 1.3 and 1.4 dB for forward and back-
strongly dependent on the choice of the parameter RNL, g q prediction with integer-pel accuracy, respectively, while

performance figures predicted by our model calculations &gjirectional prediction yields more than 4 dB improvement.
encouragingly close to the experimental results reportedin [Zﬂﬂompared to the Salesman sequence, frame-to-frame changes
If we repeat the OBMC performance estimate for RNL—-12 i the Flowergarden sequence can be modeled more accu-

dB (Fig. 8), we estimate a smaller gain of 1.3 dB. rately by locally constant displacements from frame to frame,
hence the relative gains are larger. The prediction error vari-
B. B-Frames ance values for Salesman include the stationary background,
hence the overall PSNR values are greater than for Flow-
We now compare the numerical results of our analysis willtgarden, where the entire picture is moving. Kiel Harbour
experimental results for unidirectionally predicted P-frames afl a sequence particularly suitable for motion compensation,
bidirectionally predicted B-frames. The prediction error variince its motion only consists of a zoom. ¥2-pel accu-
ances in Table | were obtained by averaging over ten luniacy gains about 2.3 dB, while bidirectional prediction gains
nance frames of the video sequen&edesman, Flowergarden more than 3 dB for integer-pel accuracy. As predicted by
andKiel Harbour which were processed in the noninterlacethe theory, the gain by /2-pel accuracy over integer-pel ac-
Common Intermediate Format (352 pels288 lines, 30 fps). curacy is much smaller when combined with bidirectional
Motion compensation uses a block size of 16 x 16 or 8 x 8 pelgediction in all cases. In one case, we even measure a minor
without block overlap. For half-pel accuracy, bilinear interpoldoss when combining both. In general, the relative gains ob-

tionis used. Forward prediction uses only the previous (originagrved in our experiments are well within the range of the
frame for prediction, whereas backward prediction uses the fghodel calculations.

lowing (original) frame. Bidirectional prediction simply aver-C. Multiframe Prediction
ages the forward and backward prediction signals. The motion
estimator uses an exhaustive search in a 16 x 16 search windovinally, we compare the theoretical results to a multiframe
half-pel displacements are obtained by refinement of the basbtion-compensated prediction method that has been presented
integer-pel displacement vector. We discuss the results obtaiiednore details in [32]. The motion-compensated block-based
for blocksize 16 x 16 in the following, the findings for blocksizepredictor searches in up to ten previous frames for an optimal
8 x 8 are similar. combination ofN hypotheses. Fig. 10 shows the gains in pre-
For Salesman, the gain obtained bj2-pel accuracy over diction error variance relative to single-hypothesis motion-com-
integer-pel accuracy is about 0.6 dB for both forward amgensated prediction with integer-pel accuracy for the Foreman
backward prediction. The gain by using bidirectional presequence (QCIF resolution, 7.5 fps, 10 s). A blocksize of 16 x 16
diction for integer-pel accuracy is more than twice as largeias used, hypotheses are simply averaged. The multihypoth-
This confirms the insight obtained from the model calculaesis predictor gains 1.7 dB averaging = 2 hypotheses, and
tions that increasing the number of hypotheses frdim=1 more than 3 dB, ifV = 8 hypotheses are combined. Fig. 10
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also shows the theoretical predictions using (23) for differenbding larger rather than smaller, and we usually interpret the
residual noise levels RNL. The findings reported in [32] are cotheoretical results as performance limits of a practical coder.

sistent with our theory.

that

hypothesis signal that do not obey the paradigm of translatoryThe author gratefully acknowledges the important contribu-

ns by Dr. U. Horn, T. Wiegand, and M. Flierl, who were keen

motion compensation as well as the influence of the residucaﬂtICS of the theory and provided the experimental results for

noise level and the gain from optimal combination &f

motion. The theory can be used to study the influence of moti%
compensation accuracy on the efficiency of multihypothesis.

Experimental results obtained with actual video sequences

often show significantly smaller gains, especially for low bitrate

VIl. CONCLUSION

coding. Nevertheless, the theoretical analysis can isolate the

_ _ ~various effects that determine the efficiency of multinypothesis
In this paper, we have extended the wide-sense stationgfition-compensated prediction and thus provide insight into

theory of motion-compensated prediction to multihypothesigccessful algorithms like OBMC or B-frames and guidance
motion compensation. The power spectrum of the predictiggr new multihypothesis schemes.

error is related to the displacement error pdf's of an arbitrary
number of the hypotheses and a vector of residual noise spectra

captures the components of the motion-compensated

hypotheses. Several important conclusions can be drawn froma

numerical evaluation of the theory, some of which have alrea
been reported in previous experimental studies, while oth

&3

are new.

In

compensated prediction analytically tractable, we had to makﬁ5]

An optimum combination oV hypotheses always lowers
the bitrate for increasing/. If each hypothesis is equally
good in terms of displacement error pdf, doubliNgcan 0
yield a gain of 0.5 bits/sample if there is no residual noise.
Doubling the accuracy of motion compensation, such asi2]
going from integer-pel td /2-pel accuracy, can reduce 3]
the bitrate by up to 1 bit/sample independeni\bfor the
noise-free case.

If realistic residual noise levels are taken into account, the[*!
gains possible by doubling the number of hypothesés, g
decreases with increasidg. We observe diminishing re-
turns and, ultimately, saturation. [g]
If the power of residual noise components increases,[ ]
quadrupling and ultimately doubling the number of
hypothesesV becomes more effective than doubling the (8
accuracy of motion compensation. As a consequence,
the introduction of B-frames or overlapped block motion
compensation can provide a larger gain than an increasé’!
from integer-pel tal /2-pel accuracy.
The critical accuracy beyond which the gain due to more
accurate motion compensation is small moves to large,
displacement error variances with increasing noise and in-
creasing number of hypothesas Hence, sub-pel accu-

rate motion compensation becomes less important with'2]
(13]

multihypothesis MCP.
Spatial filtering of the motion-compensated candidate sig-

nals becomes less important if more hypotheses are com-
bined.

order to make the problem of multihypothesis motion

several simplifying assumptions, such as the stationarity and
the mutual independence of several of the random variables

involved, the spatial constancy of the displacement error, thL:l 6]

Gaussian statistics of the video signal itself, or the high bitrate
and the optimal performance of the encoder. Also, we neglected

the rate for transmitting displacement vectors. Mostly, theséﬂ]

assumptions make the gain obtainable by motion-compensated

(10]

f11)

(14]
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