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Optimal Buffered Compression and Coding Mode
Selection for MPEG-4 Shape Coding
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Abstract—\We propose an optimal buffered compression algo- is used to allow a flexible design of coding algorithms based on
rithm for shape coding as defined in the forthcoming MPEG-4 in-  the requirements of specific applications [3].
ternational standard. The MPEG-4 shape coding scheme consists The MPEG-4 video encoder is composed of two main parts:
of two steps: first, distortion is introduced by down and up scaling; . - .
then, context-based arithmetic encoding is applied. Since arith- shape coding, and thg traditional texture .codlng. for _the Safe
metic coding is “lossless,” the down up scaling step is considered VOP. The texture coding as well as motion estimation parts
as a virtual quantizer. We first formulate the buffer-constrained of the encoder are similar in principle to those used in other
adaptive quantization problem for shape coding, and then propose  state-of-the-art standards. In the past, the problem of shape rep-
an algorithm for the optimal solution under buffer constraints. Re- resentation and coding has been thoroughly investigated in the

cently the fact that a conversion ratio (CR) of1/4 makes coded fields of ter vision. i derstandi .
image irritating to human observers for QCIF size was reported 1elds of compLitervision, Image understanding, Image compres-

for MPEG-4 shape coding. Therefore, a careful consideration for Sion and computer graphics. However, this is the first time that
small size images such as QCIF should be given to prevent codeda standardization effort is adopting a shape representation for
images from being unacceptable. To this end, a low bit rate tuned coding purposes [3].
algon_thm is _proposed in this paper as well. Experimental results There are two types of shape data in MPEG-4: grey scale and
are given using an MPEG-4 shape codec. . - - . .
binary shape information. The grey scale shape information has
a similar structure to that of binary shape with the difference that
every pixel can take on a range of values (usually 0 to 255) rep-
project of the International Standardization Organizatioiesenting the degree of transparency of that pixel. Binary shape
(1SO), MPEG-4 is an emerging coding standard that sujgformation corresponds to grey shape information with values
ports new ways for communication, access and manipulatiohO and 255.
of digital audio-visual data. MPEG-4 offers a flexible frame- To compress both grey and binary shape data, we fundamen-
work and an open set of tools supporting a range of both novelly use the same technique: context-based arithmetic encoding
and conventional functionalities. The aim is a generic audio—~{€AE) as defined by MPEG-4. The only difference in handling
sual coding system with acceptable consumer quality, markedigta between grey scale and binary encodings is that the grey
better than possible existing standards and products actusiale shape data needs an additional process for texture data
available [10]. compression (i.e., grey scale) on top of binary data compres-
The video part of the MPEG-4 specification provides twsion. That is, we need to divide the grey scale shape data into
core components that are not available in any other standdrhary shape (i.e., support) and texture data, thereby applying
The first component is object-based representation, as oppoaddexture compression algorithm on the texture data of the grey
to a pixel or frame based representation, that allows scene cahape. Since the texture coding part is not our main interest in
position and interactivity with content. The representation dfiis paper, we concentrate on binary shape compression.
objects consists of video objects (VO), and video object planesLossy shape coding techniques were reported in sev-
(VOP). The VOs correspond to entities in the bitstream that tlegal recent papers [4], [11]. The reports mainly described
user can access and manipulate (e.g., cut and paste), are ipétgon/spline representation approaches that provide op-
pendently coded, and saved on separate bitstreams. Instancéig@llity in the operational rate-distortion sense. MPEG-4's
a VO in a given time are called VOPs. The second compondpfE shape coder is, on the other hand, a binary bitmap-based
is a certain degree of flexibility in the design of a system th&hape coder [4]. In this paper, a framework of optimality in the
leads to an open, yet efficient, standard. The notion of a toolborerational rate-distortion sense is provided based on “optimal
buffered compression” for binary bitmap-based shape data.
Optimal buffered compression was recently proposed in [6]
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interactive multimedia systems suggests further investigati R R R
on the optimal buffered compression issue on shape informati Tl x | x Iif x
as well. r|  x 2 x *v v x
This paper addresses the shape counterpart of optimal cc 1 T * Iz * I x
pression under buffer constraints. We first formulate the buffe ) dndedsD  dudazdsD dni drednaD
constrained adaptive quantization problem for shape coding. \
then propose algorithms for optimal and fast, but suboptimal, s . N
lutions. In addition, a low bit rate tuned algorithm is propose o mapping X
for very low bitrate applications such as wireless and/or Intern N \
video. {1,..,M} Buax
The structure of the paper is as follows. In Section I, the of quantizer index \I\
timal buffered compression problem is described. Section |
explains the background for MPEG-4 shape coding, and pr 1 A t
vides a quantitive problem formulation; the optimal algorithn (a) (b)

is identified and shown to be quite complex. A fast approxima-
tion algorithm and a low bit rate tuned algorithm are presented. 1. (a) Each block in the sequence has a different R-D characteristic (for
respectively in Sections IV and V, and simulation results followgiven choice of quantizers for the blocks in the sequence, we can obtain R-D

. . . . . . ints to form the composite characteristic) and fbpt ¢, is not a feasible
in Section VI. A discussion and concluding remarks are givelj > © AT o P e e (buffer is limited),
in Section VII.

control algorithm was devised to reduce the amount of bits used
for shape data under low bit-rate conditions [13] for CAE shape
A. Motivation and Related Work coders. To control the number of bits for shape information,
authors proposed to vary the value of “threshold” based on

Il. OPTIMAL BUFFEREDCOMPRESSION WITHVIODE SELECTION

One of the findings through the core experiment process ) .
MPEG-4 is that the portion of shape coded bits over the ent current mode of operation. Once, therefore, the threshold is

video is less than 20% (especially at target bit rates greatertl’ﬁ:gﬂ?Sen by _the alg_ori_thm hegristically, the shape coding is ex-
75 kbps). Therefore, lossless shape coding is a reasonable &ted. This heuristic technique has been adopted by MPEG
didate for dealing with shape data in MPEG-4. However, thef@mmittee in July 1997 as part of the video Verification Model
are still cases where lossy shape coding is desirable. For @4'-\/'8)'

ample, an HDTV signal has larger resolution as well as highg,rln th,is, paper, a framework of optimaIiEy in_operational rate-
quality than those of regular video. In this case, some distorti fptortioin SENSE 1S prpposed based on “optimal buff_ered com-
" for binary bitmap-based shape data. The idea of op-

around the shape boundary is not that harmful to human pQF?SIS'(;n it otont ol - dat |
ception since the block dimension of coding unit is quite smdla! Shape coding is that a virtual quantization parameter an

within a HDTV resolution. Therefore, dealing with lossy shap@ ¢0ding mode are determined based on the current buffer occu-

coding for high bit rate video may be meaningful under certafff"® instead of threshold. In addition, a careful consideration

conditions. When a low bit rate video, on the other hand, is cof‘?—r small size images such as QCIF is given to prevent coded

sidered such as in wireless and/or Internet video, the absol|/l9€S from being unacceptable to human perception. That is
number of bits of shape data should be reduced as much as P&$aUSe @ CR= 1/4 makes coded image irritating to human
sible due to its bandwidth requirement [13]. Therefore, dealifgpServers for QCIF size, as was reported in [7] through the con-

with lossy shape coding for low bit rate video may be useful f¢fXt ©f MPEG-4 CAE. Thus, a low bit rate tuned algorithm is

certain applications unless there are unacceptable error patté'?”gduced as well.
on block boundaries [13]. In addition, if an intelligent rate con-
trol method were not devised for MPEG-4 shape coding, sorfe
part of bit stream such as the one used for conversion ratio (CRRecently, optimal trellis-based buffered compression was
would be wasted. proposed in [6] to provide optimal buffer control strategies
Recently, lossy shape coding techniques were reported ifoa video sequences in a finite buffer environment. Fig. 1
couple of papers [4], [11]. Several polygon/spline representdepicts the traditional optimal buffered compression approach.
tion approaches that provide optimality in operational rate-di®riginally, optimal buffered compression was defined to select
tortion sense were proposed. They approximated the boundanyy the optimal quantizer. In this paper, the optimal buffered
by a polygon/spline and considered the problem of finding tlewmpression is expanded to select optimal quantizer and coding
polygon/spline which leads to the smallest distortion for a givenode as follows.
a number of bits. The authors also addressed the dual problerRroblem Definition: Given a set of quantizers, a sequence of
of finding the polygon/spline which leads to the smallest bit ratdocks to be quantized, and a finite buffer, select the optimal
for a given distortion. The papers presented fast and efficiequantizer and coding mode for each block so that the total cost
methods for a couple of different measures including maximumeasure is minimized and the finite buffer never overflows.
operator and summation operator for shape data. Consider the allocation forV blocks, and suppose there
MPEG-4's CAE shape coder is, on the other hand, a binaaye total M/ combinations of quantizers and coding modes
bitmap-based shape coder [4]. More recently, a shape codagilable to code each block. For example, the number

Problem Definition
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of combinations,M, is 6 when the number of quantizers Down s UPI.

is 3 (say, QP = 1, 2, and 3) and the number of coding M__, Sampling AP M
modes is 2 (say, intra_mode and inter_mode). Note that MxCR

the “guantizer index” from 1 taM/ for such a combination M *chﬂ M

element can be in an arbitrary order. For example, a quan-

tizer index set{1, 2, 3,4, 5,6} can be corresponding to

a set {(2, intraamode, (3, intermode, (3, intraamode,

(1, intraamodeg, (2, inter_mode, (1, intermode}. Let d;;
andr;; be, respectively, the distortion and the number of bits
produced by the coding of blockwith quantizer indexj, and Fig. 2. Size conversion.
let» be the channel rate in bits per block. Define an admissible
solution x as a selection of one quantizer index for each
block, i.e., a mapping fronfl, 2, ..., N}to {1, 2, ..., M},

xz = {z(1), z(2), ..., z(N)}, where each:(¢) is the quan-
tizer index for blocki. Therefore,(r1,1, - .., "nz(n)) @and
(dizqys -+ -5 dnaevy) @re, respectively, the rate and distortion
for each block and a given choice of a quantizer index mapping
X

Conversion error

0000|0000
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0000|0000 | 0000 ;0000
0000|0000

0000|0000
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Now, define the buffer occupancy at stage3; for a given
admissible solutior. The buffer occupancy cannot be negative
at any stage (i.e., underflow means the buffer occupancy is 0).
Let By = 71,0 + Bo, Ba = max(By + 725(2) — 7, 0) @nd, in
general

OO0 |0OO0OO0OO0O|0O00OO0OO
00| 0000|0000
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where the buffer occupancy at each block instant is increased by
the coding rate of the current block and decreased by the channel
rate. By is the initial buffer state.

General Formulation: (Integer Programming)The problem o ) L
is to find the mapping: that solves shown in Fig. 2. In this process, the determination of the con-

version ratio (CR) is done based on a given distortion threshold
N alpha_th. Thatis, it is necessary to ascertain whether a binary
> dis
=1

Fig. 3. A BAB consists of 16 PBs.

min

o s (2) alphablock (BAB) has an acceptable quality under the size con-

version process with a specific CR. Here, BAB is defined as a
subject to set of16 x 16 binary pixels as illustrated in Fig. 3. The criterion
is based on d x 4 pixel block (PB) data structure. Each BAB
Bi < Buax, Vi=1,...,N is composed of 16 PBs.

- Given the current original BAB and some approximation of it

where By, is the buffer size. (i.e., BAB'), we define an “acceptable quality” functiohC'Q)
In the MPEG-4 video context, previous optimal buffereds follows:

compression can be thought of as the optimal solution for (def
texture coding. The following sections address the shape coun-  ACQ(BAB’) =MIN(acq, acqs, ..., acqig)  (3)
terpart of optimal buffered compression within an eXtendevghere

context of optimal coding mode selection.
{0, if SAD_PB; > 16 x alpha_th
acq; =

[ll. OPIIMAL RATE CONTROL FORMPEG-4 $HAPE CODING 1, otherwise

A. MPEG-4 Shape Coding Overview and SADPB;(BAB, BAB') is defined as the sum of absolute
A binary alpha plane can be encoded in INTRA mode fatifferences for PB where an opaque pixel has the value 255
[-VOPs and in INTER mode for P-VOPs and B-VOPs. The prirand a transparent pixel has the value 0. The paraméige_th
cipal method used is block-based CAE with block-based mbas valued0, 16, 32, 64, ..., 256}. If alpha_th = 0, then
tion compensation. For a detailed explanation of MPEG-4 shagecoding will be lossless. A value afpha_th = 256 means
coding, we refer to the MPEG-4 Video Specification [2] anthat the accepted distortion is maximal (i.e., in theory, all alpha
Verification Model [1]. In this section, we concentrate on theixels could be encoded with an incorrect value).
size conversion process which is considered as a virtual quanFor the size conversion process, let us consider the down sam-
tizer in the context of optimal buffered compression. pling case first. For CR= 1/2, if the average pixel value in a
Current rate control and rate reduction in MPEG-4 is rea®-x 2 pixels block is equal to or greater than 128, the pixel value
ized through size conversion of the binary alpha information a$ the down sampled block is set to 255, otherwise to 0. For
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CR = 1/4, if the average pixel value in4 x 4 pixel block is E(c1) F(co) E(es) F(e2)
equal to or greater than 128, the pixel value of the down-sam- G L A B Gl
pled block is set to 255, otherwise to 0. Hg?) éx B o € 8 o &
: . I Pi P2
Second, we consider the up-sampling case. When CR is dif- 29 8 & i K& 8 &
ferent from 1, up-sampling is carried out for the BAB. The Kew D € Hicy ©) D C H
valug of the interpolated pixel (let P1 be_the tpp-leﬁ pqint, P2 1S 1(2s) (@) Pl 1S 1@ (b) P2
top-right, P3 bottom-left, and P4 bottom-right) is determined by
calculating the filter context of neighboring pixels. For the pixel E(cs) Fico) E(cr) F(co)
valu? ialculatlon, the val_ue of “0” is used for a transparent pixel, Le) A B Gl Ley A B G
and “1” for an opaque pixel. e ©° °
The values are given by P KA
K&y B & Hlw K&y B & Hew
[e] o] o o]
Jo) Ie) (o) P3 Je2) en)  (d)P4

PL if (AxA+2x(B+C+D)+(E+F+G+H+

I+J+ K+ L) > Th[cf]) then “1 Fig. 4. Interpolation filter and interpolation construction.

else “0.”

P2: if (AxB4+2x(A+C+D)+(E+F+G+H+
I+J+ K+ L) > Th[Cy]) then “1” —
else “0.” & | y ) |

P3: if (AxC+2x(B+A+D)+(E+F+G+H+ MARE |- WO =2 =
I+J+K+L)>Th[Cy]) then “1” _ | MYy ™
else “0.” v

P4 if (4xD+2x(B+C+A)+(E+F+G+H+ M5l —
I+.J+K+L)>Th[Cy]) then “1" Y 4
else “0.” x\ /

M /
. - . Carrent MecroBlock
Here, the eight-bit filter context/;, is calculated as follows:

Fig. 5. Candidates for MVPs.

CfIZCk'2k- (4)
k

Here, MVs and MVPs are defined as a shape motion vector
and a shape motion vector predictor, respectively. MVDs stands
The positions ofd, B, C, D, E, F', G, H, I, J, K, L and  for motion vector difference of shape, and is determined by MVs
the ¢, are defined and depicted for each P1, P2, P3, and P4ifld MVPs (i.e., MVDs= MVs — MVPs). In I-VOPs, only
Fig. 4. Based on the calculatéy}, the threshold valuel(h[Cy])  the coding modesll 0 , all_ 255 , andintraCAE are al-
can be obtained from a look-up table given in the MPEG-4 Velowed. MVPs is determined by candidates of MVs and texture
ification Model document [1] Note that after interp0|ati0n th%otion vectors (MV) around the macroblock Corresponding to
pixels in the low-resolution image4-L) are not contained in the current shape block. They are located and denoted as shown
the pixels of the upsampled image (i.e., all pixels in the upy Fig. 5 where MV1, MV2, and MV3 are rounded to integer
sampled image are interpolated). When the BAB is on the Igfijues. By looking into MVs1, MVs2, MVs3, MV1, MV2, and
(and/or top) border of the VOP, the left (and/or top) bordegv3 in this order, MVPs is determined by taking the first en-
are extended from the outermost pixels inside the BAB. In th@untered MV that is valid (not zero). If no candidate MV is
case where CR= 1/4, the BAB is interpolated into the size ofyglid, MVPs is regarded as 0.
CR = 1/2, and then interpolated again into CR1. Based on MVPs determined above, MVs is computed by the
The value assigned to CR for a specific BAB is based gg|iowing procedure: the MC error is computed by comparing
ACQ(BAB'). If this quality is acceptable, that CR is adopteghe predicted BAB (by MVPs) and the current BAB. If the
for that BAB. computed MC error is less or equal16 x AlphaT H, where
Once CR is determined, now size conversion is done wiplplphaTH is a threshold used when comparing twox 4
that CR value for the BAB. After size ConverSion, each BAB i§Ubb|0CkS, the MVPs is direcﬂy emp|oyed as MVs, and the
coded according to one of seven different modes, all losslesspgascedure terminates. If the above condition is not satisfied,

follows: MV is searched around the prediction vector MVPs. The search
1) MVDs==0 && No Update range is+16 pixels around MVPs along both the horizontal
2) MVDs! =0 && No Update and vertical directions. The MV that minimizes the sum of
3)al 0 absolute differences (SADs) is taken as MVs and this is further
4) all_255 interpreted as MVDs for shape.
5) intraCAE We refer, once again, to the MPEG-4 Verification Model for
6) MVDs== 0 && interCAE a detailed explanation of the BAB coding mode decision algo-

7) MVDs! =0 && interCAE . rithm.
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B. Optimal Buffered Compression for MPEG-4 Shape Coding s oo
Since the MPEG-4 standard only specifies the decoder (in s »
1

fact, the syntax of a compliant bitstream), modules in encoders V2 o 12
such as rate control can be arbitrarily designed. In this section, 1 1
we describe an optimal rate control algorithm, which monitors
the occupancy of the encoder buffer.
In a basic MPEG-4 shape coding system, the determination ] ‘
|

of CR value and BAB coding mode is based @pha_ti and
a specific mode decision algorithm as designed in the Verifica- ‘ BAB#1 l BAB#2
tion Model document. The idea of optimal shape coding, in this _ _
paper, is that the CR value and BAB coding mode are det(ggug.meggg gitg g;t;armmes a quality and rate of output shape data (branch
mined based on current encoder buffer occupancy with a con- R
sideration of R-D characteristics.
Note that in the rate control algorithm in the current VM, onlgonsidered), then we need only to keep the minimum cost path
the quality measure is taken into account; there are no buftet and [6].
constraints. Therefore, a problem occurs when the encoding
buffer is considered (i.e., in constant bit rate applications). To IV. FAST APPROXIMATION ALGORITHM
introduce a proper rate control framework, we apply the optimal
buffered compression concept to MPEG-4 shape coding by ¢
sidering the size conversion process as a “virtual quantizer.”
In the size conversion process, distortion can possibly
introduced in the BAB-level size conversion. If this is though}i1
of as a “virtual quantizer,” we can apply optimal buffered co

l
|

' BAB#i ’ ‘ BAB#N

For the theoretically optimal solution, the past buffer size and
Yita should be preserved while the coding procedure is oper-
ting. However, this is impractical, since the algorithm makes
e coding delay extremely long. In addition, to consider all the
odes of BAB with various values of CR requires a consider-
Mable amount of computation. To make the algorithm more fea-
SBle and make computational demands realistic, we propose a
greedy “marginal buffer reservation” algorithm as a fast approx-

émation algorithm.

thealpha_th value is replaced b§BAB(i).CR, codingmode),
thus eliminatingalpha_th. In the above expressions, BAB
meansith BAB. Therefore, the problem formulation can b
given as follows. .
Shape Coding Formulation: (Integer Programmingd)et A. Greedy Algorithm
x be {z(1), #(2), ..., #(N)} wherez(i) = (BAB().CR, The aspects of fast approximation algorithms about optimal
codingmode. buffered compression point in two directioisagrange multi-
The problem is to find the mappingthat solves plier method angyreedymethod as shown in recent studies [6],
[12]. The greedy method was reported to achieve a nearly op-
N timal performance with much relaxed burden of computational
<Z dix(i)) (5) complexity in [12]. The proposed greedy method in [12] gives
im1 much less computational complexity than the Lagrange multi-
. plier method in [6].
subject to We take greedy method approach in this paper based on fol-
lowing two reasons: firstly, the greedy method shows to achieve
B; < Bpax, Vi=1.--. N a very close performance to optimal algorithm as shown in [5],
[6], [8], [9], and [12]; therefore, excessive computation is not
where B, IS the maximum buffer size. necessary to improve a very small PSNR increase for most of
Fig. 6 shows all the possible paths of encoding CRs from thplications. Secondly, strict optimality is not the most impor-
first BAB to the last BAB. A certain path in the figure implies atant purpose in video compression, but “human perceptual fac-
quality and rate of a specific output shape data sequence. Eaui.”
branch has BAB.CR value involved. The problem of optimal To take greedy method means that we choose a CR which
shape coding is to decide a certain path which gives minimugives minimum distortion at each macroblock stage. This de-
overall distortion undeB,,,.. as defined in Equation (5). Notecision rule will make the additive objective function not only
that in this problem we try to minimize the added distortion (i.ea local minimum but also a nearly global minimum. For ex-
global minimum). If we consider that the distortion is indeperample, if there is no buffer limitation involved, the path which
dent and additive with respect to each macroblock, we can ussCR = 1 at every macroblock (the lowest path in the figure)
dynamic programming to sequentially eliminate suboptimal s the optimal path. In reality, each branch path is chosen based
lutions. We can grow a tree where each stage represents onehe occupancy of the encoder buffer. If a branch is not al-
block and where the different states represent a possible cudouved due to current buffer occupancy, other branches which
lative bit use up to that stage. Then we can rule out solutions fpenerate fewer bits are considered. The decision is made only
which there is an alternative providing less total distortion fdsy the buffer status at the current BAB. It is important to note
the same rate. If two paths converge to the same node in the ties the distortion measure is independent even when the INTER
(i.e., the two solutions use the same number of bits for blocksode is selected: the quality of a BAB with INTER mode is

min
z(i),i=1, .., N
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not affected from the best match BAB in the previous framenodes at CR= 1/4 as long as the buffer is not overflowed.
The best matched area is used for updating the probability taknen there are more than one which have the same distortion,
to apply CAE coding to efficiently encode BABs in a losslesa mode which generates the smallest bits is chosen.

manner. The final decision must be made, considering all level of CR

The optimal path can thus be approximated by the followingalues, based on the optimal path decision rule mentioned ear-
rule: at each macroblock, a CR which generates smallest distiagr. Consequently, the optimal branch decision for each BAB is
tion is chosen unless the buffer is overflowed. If there are momgade according to the following pseudo-code:
than one branches which produce the same distortion, the CR
which produces fewer bits is chosen. Note that recent texture
part for “optimal buffered compression,” which is proposed in 'f(ALLOI(IBQB)) ({j ]

[6], was computational intensive since the number of quantizers} all_t mode,

Eouvjlej\ilﬁ/ ?ho; an;II (i.e., the QP value ranges from.one to 31 'Slse if(ALL255(BAB)) {
: pe part in this paper is quite feasible becaus )

the number of quantizers is just three (i.e., 1, 1/2, and 1/4). all_255 mode;

Once CR'IS choser: at that "spec[ﬂc macroblock, we furtherelse f(MC_BAB —— BAB) {
need to decide what “lossless” coding mode must be used for No Update mode:
that BAB. To ensure bitstream compatibility in the MPEG-4 '
context, we should use (some or all of) the same seven BAB}
coding modes NIVDs == 0 && No Update all_0,
all_255, intraCAE, MVDs == 0 && interCAE ,
MVDs! =0 && interCAE ).

Let us discuss the decision algorithm in detail in order to
make the bitstream compliant with the current MPEG-4 specifi-
cation. Firstall_0 andall_255 modes are considered. Note
that these modes generate smaller bits thido ‘Update ”
mode when all data in a BAB are 255 or 0. That is why we
consider all_ 0 " and “all_255 " first before No Update
mode. Theall_0 andall_255 modes are only considered
at CR = 1. “No Update ” mode is used when MC_BAB is
completely matched to BAB.ifitraCAE " is carried out after
previous modes are tried. In additionnterCAE " is carried
out _from the secqnd_ fr_ame after previous modes are trled.else if ( (Duoae,(CR = 1/2) is the smallest
Basically, the quality is independent on BAB modes, because . .

S ) A -~ “distortion) {

the encoding is always lossless. That is, the quality distortion .
: . . Use modes;

comes only from the size conversion process. Since all BAB

modes give us the same quality in spite of producing different

amount of bits, the best policy for us in order to choose the

BAB mode is to select the one which gives us the smallest

number of bits as long as the buffer is not overflowed.

Since there is no distortion in CR= 1 case (i.e., the best
quality), the encoding mode which gives the smallest bits should
be chosen among BAB coding modes at GR 1. The only
concern may be given when a certain encoding mode atCR
1/2 or CR = 1/4 also produces no distortion. Since the size |}s
smaller at CR= 1/2 or CR = 1/4, the generated bits by the
CAE are definitely smaller than that of CR 1. Here, MODE,,;, is the choice function for a “encoding

In CR = 1/2 case, distortion is usually introduced. Theremode” among its candidates. The encoding mode means a pair
fore, the encoding mode which makes the lowest distorti@i CR and CAE methods. For example, (GR1, intraCAE )
should be a candidate among BAB coding modes atCR/2  is an encoding mode. TR ODE,,;, is defined to select an
as long as the buffer is not overflowed. When there are magacoding mode which comes with the minimum distortion or
than one which have the same distortion, a mode whitiiffer size parameter, and not to return any encoding mode
generates the smallest bits is chosen. The concern, once agaiten all parameters are infinite values. In additid QD E.,;,,
should be given when CR 1/4 produces a smaller distortionis defined to select the mode which generates the smallest
than that of CR= 1/2. number of bits (i.e., the lowest buffer size just after that mode

The same consideration should be also applied toCR'4 is applied) when more than one distortion parameters are of
case. In CR= 1/4 case, distortion usually maximally happensthe same value. For example, in abovede;, MODE.;,
Therefore, the encoding mode which makes the lowest distfunction selects (CR= 1, intraCAE ) as mode; if in-
tion should be considered as a candidate among BAB codingCAE at CR = 1 gives us the lowest buffer size among

else {
model = MODEmin(DintraCAE(CR = 1),
Dintercap(CR = 1),
Dg;maCAE(CR =1, Diq;nerCAE(CR =1))
modes = MODFEyin(Dintracap(CR = 1/2),
DinterCAF](CR = 1/2)a
Dz;,thAE(CR =1/2), Dg;,meAE(CR =1/2));
modeg = MODEmin(DintraCAE(CR = ]./4)7
Dintercap(CR = 1/4),
Dg;maCAE(CR = 1/4)7 Diq;nerCAE(CR = 1/4))%
if ( Dmodes(CR = 1/4) is the smallest dis-
tortion) {
Use modes;

else if ( Dpoue, (CR = 1) is the smallest
distortion) {
Use modeq;
}
else {
Backward mode;

}
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input parameters, as long as the buffer is not overflowed. THat Assumption on CR and Distortion

is possiblg siljce distortion is all the same at variou_s (.ancodingT0 reduce the computational complexity more, we make the
modes with fixed CR values. For algorithm description, Wgssmption that a reconstructed (i.e., down and up size conver-
also define the following termsbiniocap(CR = 1) and  gjon) image from CR= 1/2 has smaller distortion than that
Bintercap(CR = 1) mean the current buffer sizes just aftef,o oy cr — 1/4. We also assume that this is true between the
inraCAE  (CR = 1) andinterCAE (CR = 1) are applied 4ginal image and the reconstructed image from ERL/2.
respectively. Similar meanings can be defined for the expregsseq on this assumption, we can search, based on the current
sion of Biniracar(CR = 1/2), Bintercan(CR = 1/2),  pyftersize, in the following order: (1,1), (1,1/2), (1,1/4). Thatis,

Bintv‘aC%E(CR = 1/4), and Bif%m‘CAE(CR = 1/4). \ve consider the higher quality image first. Therefore, once we
Aan Binrecap(CR = 1), TBz‘nterCAE(CR = 1) meetsuchan image which gives nonoverflow buffer condition,
BiILLtTaCAE(CR = 1/2), Bz‘zaterCAE(CR = 1/2), wedonotneedto go further; the algorithm for CR ends here. In
Biniracap(CR = 1/4), and Bj,,.,c4p(CR = 1/4) are yqqjity this assumption is almost always true. If this assumption

all the same expressions for the buffer sizes of CAE-ed "trangy,se(, the algorithm will not require distortion computation as
posed data.” The above expressions are used in the next sec{igffpe shown in following sections. This nice property comes

Note that if the selected coding condition involves transpositiQfym, the fact that at the same CR value the distortion is the same
of the BAB, then “ST” flag in the bitstream is set “1.” Other-

L whatever BAB coding mode is selected.
wise, it is set to “0.” On the other hand).,,.,q4.)(CR = cr)
means the distortion when (encode) method is used for the §psarvation in Finite Memory Environment

compression at (CR) size conversion. We define the value ) ) ) )
of D as infinite when there is no encoding mode which The backward unit of the greedy algorithm in the previous

makes the current buffer occupancy under the maximusction is another computationally intensive part. In addition,
buffer size. Dintracap(CR = 1), Dintercan(CR = 1 we cannot allow infinite memory for the optimal path compu-
. mitral - - 1 mlerC s -

Dintracap(CR = 1/2), Dimercap(CR = 1/2)' tation. Therefore, to restrict the number of backward steps it is
D%nt7,a¢AE(CR = 1/4) ar!1d D?nte7,¢AE(CR = 1/4) aré important to devise a simpler algorithm. The greedy algorithm

defined as distortion just after the BAB are CAE-ed a<an be modified to exploit a finite number of backward steps
such. And DT cap(CR = 1) DT cap(CR = 1) when the current buffer cannot be lower thag... with any of
. wntraC /A ’ wnterC / '

DY, ..n(CR = 1/2), DI, .. .(CR = 1/2), CR vglues. The CR \{alue and encod'ing mode decisio'n for each
DL, o .p(CR = 1/4), and D%, ., .(CR = 1/4) are BAB is made according to the following pseudo-code:
all distortion for just after the transposed data are CAE-ed.
The final step in BAB mode decision is to compare th# (ALLO(BAB)) {
shortest INTRA code with shortest INTER code. For this all 0 mode;
comparison, it is necessary to add the number of bits for MVDs
to the INTER code length. Note that, once again, the same @Re if (ALL255(BAB)) {
produces the same distortion. Under the same distortion, the all 255 mode;
shortest code length is the best. }
Note that in interCAE mode motion vectors are necessagjlse if (MC_BAB == BAB) {
However, they cannot be obtained based on the technique de- No Update mode;
scribed in the MPEG-4 VM document since the notion of og-
timal buffered compression does not allow us to wbgwa_th else if  (Min{Bintracar(CR = 1), Bintercar(CR =
(i.e., motion vectors in interCAE mode in the current MPEG-4 1),
VM should be determined based on #igha_th threshold, as B, - .p(CR=1), Bl , . px(CR=1)} < Bupax) {
we mentioned in the previous section). In order to make theUse MODFE,in(Bintracag(CR = 1), Biptercap(CR
notion of proposed algorithm compatible with the current VM = 1),
bitstream, we propose to selpha_th = 0 which means that B}, - .(CR=1), BL . -,p(CR=1));
the mode where the search range of M\Ai$6 pixels around }
MVPs is always “turned on.” Note that16 pixels area is quite else if Min{Bintracar(CR = 1/2), Bintercap(CR =
large. Therefore, we expect that in most cases the motion vecd /2),
tors of shape coding are close to the motion vectors of textud.,...x(CR = 1/2), BL .~ o(CR = 1/2)} < Buax)
coding.
If any of these values at a certain macroblock stage cannotUse MODE, i, (Bintracar(CR = 1/2),
avoid buffer overflow, the MB of the previous step should be B;,icrcap(CR =1/2), Bg;m,aCAE(CR =1/2),
reconsidered in the branch for the same computation in ordeB} ., -(CR = 1/2));
to find a feasible optimal path. In theory, the buffer size and
past data should be kept until the entire coding procedure endsglse if
because there is overflow possibility in any future macroblocks. (Min{ B;trecar(CR = 1/4), Biptercar(CR =
This basically means that the coding delay is extremely large.1/4),
We, therefore, further consider a fast approximation algorith# , - ,-(CR = 1/4), BL, . .p(CR = 1/4)} < Buax)
to make the algorithm more practical in the next section. {
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The CR value and encoding mode decision for each BAB is
made according to the following pseudo-code:

-
if (ALLO(BAB)) {
Bihax all_0 mode;
Byirtual }
else if (ALL255(BAB)) {
all_255 mode;
}
else if (MC_BAB == BAB) {
No Update mode;
11 tN o
else if (Min{B;niracar(CR = 1),
Fig. 7. Marginal buffer reservation. Bmm,CAE(CR — 1), Bg;LtTaCAE(CR' — 1),
B;l;LterCAE(CR' = 1)} < B'Ui?’tual) {
Use MODEmin(BintraCAE(CR = ]_/4), Use) MODEmin(BintraCAE(CR = 1)7 Binte1‘CAE(CR
=1
Bintercap(CR = 1/4), ,
Bl i acap(CR=1/4), B, . p(CR=1/4)); Biracap(CR = 1), BY ., cap(CR = 1));
else if (“the number of backward” <= a else if  (Min{Bintracar(CR . 1/2),
pre-fixed number) { BintercAg(CR = 1/2), Biracap(CR - =
Backward mode; 1/2), Bitercap(CR =1/2)} < Buirtuat) {
} Use MODEmin(BintraCAE(CR = 1/2)7
else { BinterCAE(CR = 1/2),
Choose CR =1/4 and perform CAE; } Bitracap(CR=1/2), B, cap(CR = 1/2));
}. else if (Mill{BintraCAE(CR = 1/4), BinterCAE(CR =
1/4)7 Bz‘TntraCAE(CR = 1/4)’ Biq;nerCAE(CR =

Note that the assumption on CR and distortion is used herel/4)} < Buirtua) {
in order to make the algorithm simpler. We found that this finité
memory restriction on the greedy algorithm seems to be effecUse MODEyin(Bintracae(CR = 1/4),
tive when shape data patterns are simple. However, if shape dat&intercae(CR = 1/4), B, .c.4p(CR = 1/4),
patterns are complex and only a few steps of finite back—tracinng;nﬁwCAE(CR = 1/4));
are allowed, buffer overflow happens. An important observé-
tion is that the steady-state quality is almost independent &fe {
the maximum buffer size. If we compat,., = 1000 and Choose CR =1/4 and perform CAE;
Buax = 500, the steady-state quality looks similar except frorh
the first several frames. Based on this observation, we propose

the following fast approximation algorithm. Note that this algorithm is a modified version for rate distor-
tion optimization of a practical method shown in typical MPEG
D. Marginal Buffer Reservation Algorithm rate control methods. More specifically, if buffer ocupancy is

We observe that the maximum buffer size does not maRye" 90%, then the worst quantizer (i.e., 31) is used in typical
; ! . . —methods to avoid buffer overflow. The main difference is that
much difference in steady-state quality. Therefore, using

tRe worst quantization is chosen based only on buffer fullness
slightly smaller buffer will not make much difference in steady q y

state quality either. The idea of this algorithm is to take (g.g., eventhgugh pgtter quantizers are allowed in ter.ms .Of
. ) . buffer space) in traditional methods, while the worst quantizer is
smaller buffer sizeB,; tua; than the maximum buffer size

B,.. as shown in Fig. 7. And if there is no way to main_Chosen if any of quantizer is not allowed under the virtual buffer

! . maximum in the proposed method. Once again, the marginal
tain the current buffer size under ti#,;,...q., then we allow buffer reservation method was devised to eliminate backward

the algorithm to generate more b|ts_thus making the buffer S'Z{eep-backs to relax computational burden, while the traditional
B.irtuar €Xceeded. Note that in this case we do not need 0

go backward. Since the algorithm always assigns €R /4 method was devised to avoid buffer overflow. Note that such a

after buffer saturation, the occupancy will go UNdf,sue case happens more frequently in MPEG-4 shape coding than

quickly. Therefore, the pseudo-code is exactly the same to t%l?EG texture coding because only three quantizers are allowed.

of finite memory modification when the maximum buffer size
is changed tdB,;,+..: @nd the backward unit is removed. One
nice property of this algorithm is that the computational com- To prevent coded images from being unacceptable at a low bit
plexity is much lower than that of the finite memory case. rate, in [7] it is recommended to maintain CR value as 1 or 1/2.

V. A Low-BIT-RATE-TUNED ALGORITHM
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Fig. 8. Decoded outputs (MPEG-4 shape decdgigr. = 1000, r = 6): (a) first frame, (b) second frame, (c) third frame, (d) fourth frame, (e) fifth frame, and

(f) sixth frame.

The idea of the low bit rate tuned algorithm is to take a muatise if (Min{ Biner aCAE(CR = 1/2) Bintercap(CR =
smallerB,;,+uq: Size than the maximum buffer sizg,,.. with
smaller set of CR values which do not produce deteriorating B,,;»+uai) {

perceptual quality. And if there is no way to maintain the cur- Use MODE,in(Bintracar(CR = 1/2),
rent buffer size under thB,;,.+..;, then we allow the algorithm  Bj,.c.cap(CR = 1/2),

to generate more bits thus making the buffer $i%g+.4; €x-

1/2) qu;LhaC‘AE(CR - 1/2) znte1 CAE(CR - 1/2)} <

Biz;nraCAE(CR =1/2), Bii;nerCAE(CR =1/2));

ceeded. The algorithm assigns €Rl1 /2 after buffer saturation, }
and hence the occupying size will go undey;,.;...; quickly.
The CR value and encoding mode decision for each BABis Choose CR =1/2 and perform CAE;

made according to the following pseudo-code:

if (ALLO(BAB)) {
all_0 mode;
}
else if (ALL255(BAB)) {
all_255 mode;
}
else if (MC_BAB == BAB) {
No Update mode;
}
else if  (Min{Bintracar(CR = 1), Bintercar(
1), Biq;Lt1*aCAE(CR = 1)7Bi7;1terCAE(CR =
B'niTt'u,a,l) {
Use MODEmin(Bintra,CAFJ(CR =
antﬂC—lE(CR - 1)

BZLhaC AE(CR’ - 1) BmthAE(CR - 1))

CR
)}

1

<

)

?

else {
}
VI. EXPERIMENTAL RESULTS

The sequences in QCIF format referred to as “Akiyo” and
“Children” were processed according to Version 8.0 of the
MPEG-4 Video Verification Model. Note that we used our
own implementation of a shape encoder and decoder, including
specificimplementations for size conversion and all CAE coding
modes. Since we only deal with the shape coder, the texture
coder was not used here. Therefore, in our experiment all nec-
essary information about texture motion vectors were saved in a
temporary file atthe encoder, and retrieved from it at the decoder.

An important observation from our experiments is that the
steady-state quality of optimal buffered compression is insensi-
tive to the buffer sizeB,,,.«. Figs. 8 and 9 show that the steady-
state quality, say sixth frames of (f), seem to be similar. The dif-
ference is only in the first few frames; they are best coded until
the current buffer occupancy reaches the maximum buffer size
Buax- Since the outgoing channel rates are the samer(i-e §)
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Fig. 9. Decoded outputs (MPEG-4 shape decdglgr. = 500, r = 6: (a) first frame, (b) second frame, (c) third frame, (d) fourth frame, (e) fifth frame, and
(f) sixth frame.
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Fig. 10. Decoded outputs (MPEG-4 shape decdgigr, = 500, » = 7): (a) first frame, (b) second frame, (c) third frame, (d) fourth frame, (e) fifth frame, and
(f) sixth frame.

in Figs. 8 and 9, the buffer characteristics are to be the same afterved based on both the finite backward modification and the
a certain buffer point. Note that these results are commonly abarginal buffer reservation algorithm. In this specific example,
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Fig. 11. Decoded outputs (MPEG-4 shape decdgigr. = 480, r = 7): (a) first frame, (b) second frame, (c) third frame, (d) fourth frame, (e) fifth frame, and
(f) sixth frame.

two backward steps were allowed. Generally, the shape coding TABLE |
does not need many backward steps unless the channel rate is Dn FROM THE FINITE BACKWARD MODIFICATION
chosen UnreaSOHab|y low. (Bimaz,r) | 1st frame | 2nd frame | 3rd frame | 4th frame | 5th frame | 6th frame
The channel rate is the average number of bits we use forea (100.-=6)| 0 0 0.000315 | 0005168 . 0.007457 | 0.007536
- . (1000,r =7) 0 0 0 0 0.000631 | 0.003472
BAB block. The steady-state quality is strongly connected witt {7500 =75) 0 0 0 9 i 0
the channel rate. Figs. 10 and 11 show the decoded outputs & (500, =6) | 0.060315 | 0.007062 | 0.007536 | 0.007536 | 0.007930 | 0.007536
(500,r = 7) 0 0.002840 | 0.002998 | 0.003472 | 0.003393 | 0.003472
r=1. (500,r = 8) 0 0 0 0.000552 | 0.001183 | 0.000907

This means that each BAB can be encoded by seven bits on
average for such quality. Results vary when the input sequences
have different degrees of the pattern of complexity (the shape of TABLE I
Akiyo has relatively simple pattern). If we take more than ten bits Dn FROM THE MgRG'NA:L fUUOFOF iEE'E;ERVAEQQO%‘LGOR'THM WITH
as the channel rate, we can have almost perfect decoded images - .

forthe Akiyo sequence. Inthis case, foreach BABthe CRvalue (Buirtwui) [ 1st frame | 2nd frame | 3rd frame | 4th frame | 5th frame | 6th frame
“1"ishighly likely. If we take less than five bits as the channelrate Eggg’r = ?{; : R B
we will have distorted images. With the similar reason for eac {93, = 8) 0 0 0 0 0 0

BABthe CRvalueof“1/4”is hlghly ||ke|y Moreover, inthis case, (460,r = 6) | 0.000828 | 0.006352 | 0.006668 0.0067?6 0.007102 | 0.007339
. eep . . (480,r = 7) 0 0.003432 | 0.003117 | 0.003136 | 0.003393 | 0.003472
itis very difficult to make the encoding buffer not overflow, since fz5 =) 0 5 g 0000552 1 0.001302 1 0.000907

the compressed data cannotbe lowerthan such alow channeltaue.

Let us call that range of the channel rate “break down” region.

In Akiyo sequence, meaningful distortion usually happens bécause the differential motion vector is very close to “0” based

channel rate from six based on our experiments, while almosin our proposed algorithm. Therefore, the compression ratios

noiseless coding is adopted/applied from channel rate nine. will still be around those numbers, when we consider the entire
Binary data for a BAB is ofl6 x 16 bits (i.e., 256). If we take MPEG-4 codec (i.e., texture and shape codec).

the channel rate six for Akiyo sequence, the compression ratidNote that these arguments hold for finite backward modifica-

is 42.66 to one in steady-state. If we take the channel rate eighin and the marginal buffer algorithm. The general characteris-

the compression ratio is 32 to 1 in steady-state. Note that ties are the same as both two cases.

channel rate (i.e., 6, 7, 8) contains overhead. However, in ourTable | shows the Dn obtained from the finite backward mod-

experiment, motion vector data are not included in the outpifitation. If we take a look at the (1000,= 6) and (5004 = 6)

bits, but are in atemporary file, as we explained earlier. Actuallyases, the steady-state Dns seem to be similar around 0.07. This

the added bits as a differential motion vector data are not mamyplains, once again, that the maximum buffer dizg,,. does
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Fig. 13. Buffer occupancy (MPEG-4 shape encaBgr.. = 500): () By irtua: = 460 andr = 6, (b) By irtua: = 480 andr = 7, and (C)B. irtwar = 490
andr = 8.
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Fig. 14. Decoded outputs (MPEG-4 shape decdtigr.;.... = 500, r = 12): (a) first frame, (b) second frame, (c) third frame, (d) fourth frame, (e) fifth frame,
and (f) sixth frame.

not affect the steady-state quality. Some of the values are “indind the marginal buffer reservation algorithm. For example, in
nite,” which means that the current buffer occupancy does rtbe (500;: = 6) and (460 = 6) cases, the Dns for frames later
approachB,,,,x. Table Il also shows the Dn obtained from thehan second frame are stabilized around 0.07.

marginal buffer reservation algorithm. Note that the Dn differs The characteristics of finite backward modification is that the
in the first few frames between the finite backward modificatioaccupancy of the encoding buffer cannot undergo a certain max-
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(b) (0)
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Fig. 15. Decoded outputs (MPEG-4 shape decadtier-;.... = 500, r = 15): (a) first frame, (b) second frame, (c) third frame, (d) fourth frame, (e) fifth frame,
and (f) sixth frame.
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Fig. 16. Low-bit-rate-tuned decoded outputs (MPEG-4 shape deddder... = 500, » = 12): (a) first frame, (b) second frame, (c) third frame, (d) fourth
frame, (e) fifth frame, and (f) sixth frame.
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imum buffer. An important aspect is that in a lower channel raportant to understand not only that finite backward modification
the encoding bufferis overflowed fromtime totime. Itis very imis computational intensive but also that there is relatively weak
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guarantee that the encoding buffer is not overflowed. Therefore[s] A. Ortega, “Optimization techniques for adaptive quantization of image
to ensure that the Channel rate |S setto be reasonable |S a bas|C as- and video under delay COnStraintS," Ph.D. dissertation, Columbia Univ.,

sumption for using the algorithm. However, the buffer occupanc New York, 1994.
p g g : ' Pancye) A. ortega, K. Ramchandran, and M. Vetterli, “Optimal trellis-based

characteristics from the marginal buffer reservation algorithm, = puffered compression and fast approximation€EE Trans. Image

whichis proposed as afastapproximation algorithmforthe shape_ Processingvol. 3, pp. 26-40, Jan. 1994.

. . 7] J. Ostermann, “Efficient encoding of binary shapes using MPEG-4," in
coding, seems a bit better. The trends always undergo the mavt IEEE Int. Conf. Image Processing "98ol. 3, Oct. 1998, pp. 295-298.

imum buffer sizeB,,,x when the virtual buffer sizé,;,1yq is [8] K. Ramchandran, A. Ortega, and M. Vetterli, “Bit allocation for de-
reasonably taken. The size B%,;,+.o; S€EMS t0 be still small pendent quantization with applications to multiresolution and MPEG

; ; oo video,” |[EEE Trans. Image Processingol. 3, pp. 533-545, Sept. 1994.
enough (50 bits margin out of 1000 bit size buffer). However, [9] K. Ramchandran and M. Vetterli, “Rate distortion optimal fast thresh-

when the channel rate is lower, we must take a lafi€f.vai- olding with complete JPEG/MPEG decoder compatibilitEEE Trans.
Figs. 12 and 13 explain these facts. Image Processingrol. 3, pp. 700-704, Sept. 1994.

Complicated shape data/pattern such as the ones found [H’P] K Rijkﬁe,_“ITU standardization of very low bitrate video coding algo-
- . . . rithms,” Signal Process pp. 553-565, July 1995.
Children sequence usually have a higer “break down” thresholqy 1) G. m. Schusterand A. K. Katsaggelos, “An optimal ploygonal boundary

Therefore, an encoder requires a higher range of the channel encoding scheme in the rate distortion sen8ZE Trans. Image Pro-

rate to work as shown in Figs. 14 and 15. Since the Children se-_ cessingvol. 7, pp. 13-26, Jan. 1998. .
12] H. Sun, W. Kwok, M. Chien, and C. H. Ju, “MPEG coding performance

quence is more complicated than Akiyo, a higher channel raté ™ 5 qvement by jointly optimzing coding mode decisions and rate con-
should be given. trol,” IEEE Trans. Circuits Syst. Video Technalol. 7, pp. 449-458,

Fig. 16 depicts the results of the low bit rate tuned algo-[13] JAUF\‘/et199|j-S 4V, Wana. “MPEG4 rate control for multivle vid
. . L . . . vetro, H. Sun, an . wang, -4 rate control for multiple viaeo
rithm. If we considerr = 12 case (a relatively low bit rate), objects,"IEEE Trans. Circuits Syst. Video Technebl. 9, pp. 186-199,

we see some quality difference between Figs. 14 and 16. The Feb. 1999.

contour of the trousers can not be seen in the left child’s legs in

Fig. 14, while itis obvious in Fig. 16. The contour of the trousers

looks blocky in the right child’s legs in Fig. 14, the contour of

the trousers looks blocky, while it is quite smooth in Fig. 16. _

An important aspect is that in a very low channel rate the e Jae-Beom Lee(S'96-M'99) was born in Pusan,
. . r Korea, in 1965. He received Ph.D. degree in

coding buffer fluctuates (sometimes it will break down). There electrical engineering from Columbia University,

fore, more margin is necessary for a virtual buffer than that New York, in 2000. _ _

the fast algorithm. It is very important to note that low bit rat He was a Graduate Research Assistant with

tuned algorithm distributes a big error in a spot into a small err
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_Standards arena, _Con5i5t3 Of_ two substeps. First, distortiorhdSyas a Summer Technical Employee with the Video Compression Systems
introduced by a size conversion process. Then, context-baseld Sarnoff Corporation, Princeton, NJ, where he was involved in MPEG-2
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also developed an algorithm for the optimal solution under buffé&P Cte”tefr Sur‘]"’f"‘?' KOfte?r Wlofjk'”g on Slébba”d"?a?eaF')"EDGT\Q/RAVEPECE?- _Z"S

. . urrent researcn interests incluade a obroad aspect o - -4 viaeo
constraints using only _C_R'enable' Rate control by CR-on ding applications. In particular, he is interested in very-low-bit-rate video
usually reduces the efficiency of encoders [7]. Therefore, feéding technology and its systems issues such as in the Internet and/or wireless
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about marginal buffer reservation. Experimental results were
given using an MPEG-4 shape coder confirming that the shape

data were compressed efficiently and without overflow.
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