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Disturbance Rejection Using Self-Tuning ARMARKOV Adaptive Control with
Simultaneous ldentification

Harshad S. Sane, Ravinder Venugopal, and Dennis S. Bernstein

~ Abstract—in this paper we present a numerical and exper- of the AAC algorithm that includes simultaneous identification
imental investigation of the properties of the ARMARKOV  ofthe secondary path transfer matrix represented by the Toeplitz
adaptive control (AAC) algorithm with simultaneous identifica- matrix B...,. To do this we update the secondary path mastix

tion. This algorithm requires a model of only the secondary path X .
(control input to performance variable) transfer function which at each time stepy means of the ARMARKOV/Toeplitz recur-

is identified online using the time-domain ARMARKOV/Toeplitz ~ Sive identification method of [1].
identification technique. For a 5-mode acoustic duct model, we  To perform simultaneous identification in the presence of am-

present numerical as well as experimental results for single-tone, pientdisturbances, itis necessarytoinjectintothe systemthrough
dual-tone, and broadband disturbance rejection. In the simula- o control actuator an additional uncorrelated identification
tions and experiments we assume no knowledge of the disturbance _. L .
signal. signalup. _To oversee the proper functioning of_smultaneous
controlandidentification, asupervisory controllerisusedto make
trol, ARMARKOV, discrete-time, disturbance rejection, identifi- mode-switching d_eCiSionS' T_hese deCiSi,ons include "switching
cation. controller adaptation,” “toggling control signah/oFr” “reset-
ting controller parameters to zero” and “switching simultaneous
identification.” The identification signakp is turned OFF
. INTRODUCTION when identification is not being performed. The supervisory
NCERTAINTY in plant and disturbance modeling oftercontroller, which is aset of binarp{/oFF) decision rules, makes
renders fixed-gain control design based on off-line iderfs decisions by comparing present and past performance. The
tification impractical. Consequently, adaptive controllers haw@ipervisory controller's decisions are thus based entirely on
been developed for active noise control [2], [5], [7]. In this papéReasured data so that no prior modeling is required.
we consider the ARMARKQV adaptive control (AAC) algo-
rithm developed in [11]. The underlying model structure of AAC Il. STANDARD PROBLEM REPRESENTATION
is the ARMARKOV model, which is a structurally constrained Consider the linear discrete-time system given by
ARMA model with explicitimpulse response (Markov) parame-
ters[10]. Theexperimentalresultsreportedin[6],[8],[9],and[11] 2(k) = Gopw(k) + Gyu(k) 1)
demonstrate the ability of the algorithm to suppress single-tone, (k) = Gyow(k) + Gyuu(k) @)
dual-tone, and broadband disturbances with minimal plant and i
disturbance modeling. To do this, AAC requires a model of onlyhere disturbancew(k), the control w(k), the measurement
the secondary path transfer function from the control input {gk) and theperformancez(k) are in R™, R™ R and
the error variables. In particular, AAC does not require a mod®’=,| respectively. The system transfer matri¢gs, (primary
of the control-to-measurements transfer function nor does it §gath), G.,, (secondary path)z,., (reference path), and,,,
quire a model of the transfer function from plant disturbancgsontrol path) are ifR?: *™w Rl Xmu REXmw gndRly X,
to sensors and, unlike adaptive feedforward algorithms, it dogspectively. The objective of the standard problem is to deter-
not require measurements of the disturbance signals. mine a controllelG, € R™=*! that produces a control signal
For experimental implementation the secondary path modgl;) = G.y(k) such that a performance measure involving
is obtained by means of off-line identification using the ARz(k) is minimized. A measurement efk) is used to adapf ..
MARKOV/Toeplitz recursive identification method of [1]. This  Next, the ARMARKOV/Toeplitz model of (1)-(2) [11] has
identification algorithm yields transfer function models in ARthe form
MARKOV/Toeplitz form as required by the AAC algorithm.
Least-squares identification based on ARMARKOV models is Z(k) = W ®rw(k) + B, U(k) 3)
considered in [10]. Y (k) = Wyuw®yw(k) + By U(k) (4)
The purpose of the present paper is to extend the AAC al-
gorithm to further reduce the reliance on prior plant modelingthere W.,. Wy, B.., and By, are block-Toeplitz matrices

Specifically, we develop an indirect adaptive control extensidiefined in [11]. Theextended performance vecta(k), the

. . _ gxéended measurement veclo(k) and theextended control
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wherep, E w4+ n+p— 1, pis a positive integer, and the To evaluate the performance of the current valued@f)
ARMARKOV regressor vectoss,,, (k) and®,,,(k) are shown based on the behavior of the system during the previgus

in the first set of equations at the bottom of the page. steps, we define thestimated performanc&(k) by
De
[ll. ARMARKOQOV A DAPTIVE DISTURBANCE REJECTION Z(k) 2 W@ (k) + B,y Z LiO(k)R;®,, (k) (9)
ALGORITHM i=1

We use a strictly proper controller in ARMARKOV form of which has the same form as (8) but wittk: — ¢ + 1) replaced
ordern. with 1. Markov parameters so that the contugk) is by the current parameter block vec#gf). Using (9), we define
given by the estimated performance cost function

n(‘

Lor,,\ s
u(k) =Y —ae;(kyulk — pe — j +1) I0) = 327 WZ (k). (10)

s=1 X The gradient of/ (k) with respect td(k) is given by
He—
+§me4wmw—j+n 27 (k) . .
; 0 Z LTBT, T (k)RY. (11)
+ Z Bej(F)y(k = pe =3 +1) ®) 10 evaluateZ(k), it follows from (3) and (9) that

De
whereH,. ; € R™*! are the Markov parameters of the con-  Z(k) = Z(k) — B.., <U(k‘) - ZLie(k)Ri(I)uy(k)> .
troller. Next, define thecontroller parameter block vectoas i=1

shown in (6) at the bottom of the page. Now from (5) it fol- (12)

lows thatl/(k) is given by The gradient (11) is used in the update law

Pe

, AJ(k)
= ; — 1 0(k+1)=0(k) —nlk) —— 13
k) Z;uﬂk i+ 1) By (k) W) (k +1) = 0() = n(k) Zg75 (13)
where®,,, (k), L;, andR shown at the bottom of the page, with wherer(k) is theadaptive step sizgiven by
A 1
q1 = nemy, andgg = (nc + pe — 1)l,. Thus, from (3) and (7) n(k) = ) (14)
we obtain PellBzull %@y (F)113
Pe It is shown in [11] that the update law (13) with the step size
Z(k) = W.w®.w(k) + B, Z Lo(k—i+1) (14) bringsé(k) closer to the minimizer of (k) with each time
i=1 step. To implement the algorithm (11), (13), (14), we need only
X R; @y (k). (8) know the secondary path matrix. ,,.
(k) = [k — 1) (k—p—p—n+2) wk) (k—p—p—n+2)
By (k) = [k — 1) (k—p—p—n+2) wk) (k—p—p—n+2)]
0k) 2 [—aca(B)lm, -+ —Cem ()m, Heo(k) -+ Hepoo(k) Bea(k) -+ Ben. (k)] (6)
(I)uy(k) é [u(k_ﬂc) u(k_ﬂc — N¢ _pc+2) y(k_ 1) y(k_ﬂc — Ne¢ _pc+2)]T

O(ifl)rnu XMy
Li é [ Irn“
0(]7,‘—7‘,)771,“ Xm,,

|:0(I1><(il)mu Ifz1><q1 0(11><(pcfi)mu Oqlx(ifl)ly 0q1><q2 Oqlx(pc—i)ly
Opsx(i=tym.  Ogoxqr  Ogax(pe—iym, OqxG-11, dgoxg  Ogox(p.—it,

12
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IV. AAC WITH SIMULTANEOUS |IDENTIFICATION z

In this section we discuss the self-tuning ARMARKOV/ —| plant |y
Toeplitz controller along with simultaneous identification. The
secondary path matri&. , is obtained on-line using the time-do-
mainidentification technique discussedin[1]. In ordertoidentify
B... in the presence of the disturbane€k), an uncorrelated
signalup is added to the control signal. An estimaftgu(k) of Supervisory
B., is obtained at every time instaliand passed on to the AAC Heuristics
algorithm for the gradient update. For implementati&y,, in
(11)—(13) is replaced by the current estimatg, (k). ’ ’ Bzu

A supervisory controller oversees the operation of simulta-

controller [f

= =1 > Decision control
———> Parameter transfer

Vs
neous identification and control by making higher level decisions 24
including toggling the control signal, switching the controller — D —
adaptation, resetting the controller parameter vet{foy to zero —> Data transfer
and toggling the identification process (see Fig. 1). The addi-
tional signalup is turnedorF when the identification processrig. 1. Schematic of the operation of simultaneous identification and control
is oFr. The decisions of the supervisory controller are bas&h the supervisory controller.
on a measure of performance involving the RMS value of a

Let Z,, be wth data-window of a fixed lengtt\ defined by  controller adapts to an internal model controller by placing high
Z,2 [zwa+41 -+ Zw+1al’ - The supervisor has binary stategain at the disturbance frequency. The plot also shows when the
Z-grows, Z-reduces, Z-1ow Which are updated at the end ofcontrol variable<Cont, Adap, ID are ON. The horizontal bars
the current data window by comparing the value§.8f,|| and (Fig. 3) indicate the time intervals within which the respective
|Zw-1]|. A well-defined set of rules shown in Table | is used teariables are ON.

update the control variabl€snt (control switch) Adap (adap- For a dual-tone disturbance we choose nonharmonic frequen-
tation switch) Cont-reset (resettingd(k) to zero),ID (toggle cies 235 Hz and 320 Hz (see Figs. 5 and 6). As in the single-tone
identification) to their respectiveN/oFF values depending on case, the controller adapts to an internal model to reject both

the states and previous values of control variables. tones. In the case of white noise (Fig. 7), the controller utilizes
high gain in the bandwidth region and achieves up to 10—dB re-
V. NUMERICAL SIMULATIONS jection of broad-band disturbance.

. . . . ext we examine a single-tone disturbance where we change
The numerical simulations are based upon an acoustic d’fhc

model derived using modal decomposition of the acoustic pres- frequency of the disturbance (unknown to the algorithm)
sure response of the duct to external acoustic inputs [3]. T%nng operation. Specifically the disturbance frequency is

chianged from 350 Hz to 235 Hz &t~ 5.6 s. Fig. 8 shows

modal model of the duct (length 6 ft) is restricted to five mod PBat after a small period of adaptation the new disturbance is
(tenth order). The model has two inputs, namely, a disturbance

speaker situated at — 0.2 and a control speaker situated a Uccessfully rejected. However it was noted that the algorithm

a:p 5.8, x being the_coc;rdinate along theﬁength of the ducgonverges such that the original peak (high gain at 350 Hz)
= . s .

The microphone sensogsand.» are situated at — 0.3 and Is kept unchanged. Note that the supervisory controller turns

_ 5.9, respectivelv. A schematic diaaram of the acoustic dquF the adaptation (Fig. 8) when the controller converges and
ia;;hi)'w’n i rl):ig 5 Y- 9 gompletely rejects the disturbance. However after the frequency

. . . change, adaptation is resumed to reject the new disturbance.
The nominal tenth-order plant has its highest modal fre- Finally, we test the ability of the controller to recover sta-

quency at 378 Hz. The parameters chosen for S'm“'a“‘”? %riﬁty in the presence of a destabilizing uncertainty. To induce

n =10, u = 25 andp = 5. The sampling time chosen 'Sinstability we change the sign of the control transfer matrix

—_ r —4 H i _
t, = 5 x 107% sec. The AAC algorithm and the time-doma 4w during the simulation. A single-tone disturbance acts on

identification method are programmed in C in the form of e system throughout the simulation. Moreover, we restrict the
SIMULINK S-function block for use with MATLAB. The su- allowable control level by saturating the control input so that

pervisory controller is written in C as a SIMULINK S-function u| < tmax. After the instability is introduced, the supervisory

in the form of a set of |f—f[hen—else statements which deci %ntroller resumes controller adaptation. The algorithm man-
the oN/OFF values of the binary states-grows, Z-reduces,

) ages to converge to a stabilizing controller and rejects the dis-
Z-low and control variable€ont, Adap, Cont-reset, ID. g g 9 )

The simulations are performed for three different kinds c’gyrbance (Fig. 9). Large transients in thesponse are observed

. . . . immediately after changing the sign of the control transfer ma-
disturbances, namely, single tone (sinusoidal), dual-tone, atnd.n y - ging g
NX Gy, (t = 4.75 ).
broadband. The controller parameters chosen for adaptation

aren, = 10, andu, = 25. For all simulationg(k), B.,,(k),
qu(k) are initialized to zero. Initial conditions for the acoustic
duct are assumed to be zero. This section presents the results of an experimental study con-
In the case of a single-tone disturbance at 320 Hz (see Fig.@)cted on a one-dimensional acoustic duct. The duct of length
the controller magnitude and phase plots (Fig. 4) show that thé ft has a disturbance speaker and a control speaker attached

VI. EXPERIMENTAL RESULTS
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TABLE |
DECISION RULES FOR SIMULTANEOUS IDENTIFICATION AND CONTROL WITH THE SUPERVISORY CONTROLLER. HERE €; AND €2 ARE
SUPERVISORDESIGN PARAMETERS

Z-grows
IF ||Zull > 1 + a)l|Zuw-1ll Action Taken
and IF | THEN — Cont Adap ID Reset 07
Control ON Step 1. ON ON | OFF — ON YES
Adaptation ON Step 2. OFF | OFF | ON — ON YES
Control ON, Adaptation
ON OFF NO

QFF
Control OFF, Adaptation

ON OFF NO
ON
Control OFF, Adaptation

ON ON OFF NO
OFF
Z-reduces
IF [Z,)] < || Zw—1ll Action Taken
and IF | THEN — Cont Adap ID Reset 07
Control ON, Adaptation ON OFF NO
Control ON, Adaptation

ON OFF NO

QFF
Control OFF, Adaptation

ON OFF NO
ON
Control OFF, Adaptation

ON ON OFF NO
OFF
Z-low
IF |2yl < €2 Action Taken
and IF | THEN — Cont Adap ID Reset 67
Adaptation ON OFF NO

VA Single Tone Distrubance
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Fig. 2. Schematic of the acoustic duct system.

Closed loop performance, Z

8

near opposite ends (see Fig. 2). Microphones measyrangl

z are placed near the disturbance speaker and control spez
respectively. The AAC algorithm, identification algorithm anc _,
the supervisory controller are programmed in C in the form «
MATLAB S-functions and implemented on a dSPACE SyStenﬂg. 3. Closed-loop response of the 5-mode acoustic duct to a sinusoidal
with two 500 MHz real-time Alpha procesors. One Alpha pradisturbance at 320 Hz.

cessor is used to implement the AAC algorithm, while the other

Alpha processor is used to implement the identification algat each time ste, an estimate3., (k) of the matrixB..,, is

rithm and supervisory controller. The architecture of the systemansferred to the controller for gradient update. The sampling
allows data transfer between the processors as well as transfée is chosen to be 1000 Hz. We use an SRS signal generator
from and to the acoustic duct system at each time step. Hentwegenerate the disturbanae

—0.6f -k

L i L L
3] 0.6 1 1.6 2 25 3 3.5 4 4.5 5
time in seconds
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Fig. 4. Frequency response magnitude of the adapted controller forFig. 7. Open-loop(G...) and closed loofG...) magnitude plots for a
sinusoidal disturbance at 350 Hz. broadband disturbance.
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Fig. 5. Open-loop and closed-loop response of the 5-mode acoustic duct fo 8. In this simulation we change the frequency of a single-tone disturbance
dual-tone disturbance (235 Hz, 320 Hz). at an arbitrarily chosen time to demonstrate the ability of the controller to adapt
to a change in the disturbance spectrum.
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Fig.6. Frequency response magnitude of the adapted controller for a dual-tone . . . . .
disturbance (235 Hz, 320 Hz). Fig. 9. In this simulation we destabilize the system by changing the sign of

G, at an arbitrarily chosen timeg (= 4.75 sec) and allow the controller
to adapt so as to restabilize the closed-loop system and reject the external

Firstly, we consider single-tone disturbance rejection. A sfisturbance.
nusoidal disturbance of frequency 190 Hz is injected into the
system using the disturbance speaker. Next we change the 180 Hz to 250 Hz. After the change in frequencytat 10.5
quency of the disturbance using the HP signal generator framconds, the supervisory controller performs identification for a
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Experimental result: Change in disturbance frequency
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Next we investigate the performance of the combined control
and identification algorithms under destabilizing conditions. To
create these scenarios we change the sign of the control transfer
function G, and the secondary path transfer functiGh,.

We do this by inverting the polarity of the microphone signals
using the microphone preamplifiers. With,,, replaced with by
-Gy, the supervisor initiates identification @. .., which is
unaffected. After a period of identification the instability in the
system is overcome and the sinusoidal disturbance is rejected
(see Fig. 11).

Next, with G, replaced with by-G..,,, the sign ofB.,, is
inverted and hence the supervisory controller needs to reidentify
the plant several times to obtain a satisfactory estinkate )
of B.,, (Fig. 12).

Fig. 10. Experimental result: In this experiment we change the frequency (190
Hz to 250 Hz) of the single-tone disturbance at an arbitrarily chosen time to
demonstrate the ability of the controller to adapt to change in the disturbance

VII. CONCLUSION

spectrum.

response of the system to a change in feedback sign of Gyu

1.2 T T T T T T

control

1
adaléﬁon

closed loop performance; z microphone

time in seconds

Fig. 11.

of the loop transfer functiofr ., at an arbitrarily chosen time & 5.1 s).

responsa of the system to a change in feedback sign of Gm

Experimental result: In this experiment we change the feedback sign
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control : :
L O] i
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g
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time in seconds [9]
Fig. 12. Experimental result: In this experiment we change the feedback sign

of the secondary path transfer functiéh., at an arbitrarily chosen time &

6.1 s).

fixed time window. The controller then adapts to reject the nelel]

disturbance (see Fig. 10).

Inthis paper we performed computational and physical exper-
iments involving the AAC algorithm with simultaneous identifi-
cation. The performance of AAC was considered under a diverse
set of conditions representing plant and disturbance uncertainty
including perturbed disturbance spectrum, control input satura-
tion, and control feedback and secondary path sign inversion.
A supervisory controller was constructed to implement higher
level control decisions for simultaneous control and identifi-
cation. Experimental implementation validated the numerical
results. A dual Alpha processor dSPACE system was used to
simultaneously implement the identification and control algo-
rithms. The properties illustrated by the present study will be
useful in theoretical investigations of such guarantees.

REFERENCES

[1] J.C. Akers and D. S. Bernstein, “Time-domain identification using AR-
MARKOV/Toeplitz models,” inProc. Amer. Contr. ConfAlbuquerque,
NM, June 1997, pp. 191-195.

R. L. Clark, W. R. Saunders, and G. P. GibBslaptive Structures Dy-

namics and Control New York: Wiley, 1998.

[3] J. Hong, J. C. Akers, R. Venugopal, M.-N. Lee, A. G. Sparks, P. D.
Washabaugh, and D. S. Bernstein, “Modeling, identification, and feed-
back control of noise in an acoustic ductPEE Trans. Contr. Syst.
Technol, vol. 4, pp. 283-291, 1996.

[4] J.Hong and D. S. Bernstein, “Bode integral constraints, colocation, and

spillover in active noise and vibration controlZEE Trans. Contr. Syst.

Technol, vol. 6, pp. 111-120, 1998.

S. M. Kuo and D. R. MorganActive Noise Control SystemsNew

York: Wiley, 1996.

S. L. Lacy, R. Venugopal, and D. S. Bernstein, “ARMARKOQV adaptive

control of self-excited oscillations of a ducted flame,”Rnoc. Conf.

Dec. Contr, Tampa, FL, Dec. 1998, pp. 4527-4528.

P. A. Nelson and S. J. ElliotActive Control of Sound New York:

Academic, 1993.

H. Sane and D. S. Bernstein, “Active noise control using an acoustic

servovalve,” inProc. Amer. Contr. ConfPhiladelphia, PA, June 1998,

pp. 2621-2625.

T. Van Pelt, R. Venugopal, and D. S. Bernstein, “Experimental com-

parison of adaptive cancellation algorithms for active noise control,” in

Proc. Conf. Contr. App).Hartford, CT, Oct. 1997, pp. 559-564.

T. Van Pelt and D. S. Bernstein, “Least squares identification using

n-Markov parameterizations,” iRroc. Conf. Decision ConfrTampa,

FL, Dec. 1998, pp. 618-619.

R. Venugopal and D. S. Bernstein, “Adaptive disturbance rejection

using ARMARKOV system representationsEEE Trans. Contr. Syst.

Technol, vol. 8, pp. 257-269, 2000.

[2

[10]



