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small. Although increased training data may be helpful, in the speaker
dependent Mandarin syllable recognition problem, a limited database
will probably still be a normal situation for some period of time in
the future.

VII. CONCLUSION

A new approach is proposed in this correspondence to obtain
more elaborate initial models covering characteristics of different
tones. Improved state transition topologies are also found to achieve
better performance compared with the simple left-to-right model with
two transitions. A threshold decision approach is further developed
to improve the performance of BS recognition for the syllables
with the neutral tone. The test results on everyday Chinese show
that a total error rate reduction on the order of 20% in the top 1
rate can be obtained when all the concepts are properly integrated.
Although the techniques here are proposed specially for recognition
of Mandarin base syllables considering the effect of tones, it is
certainly believed that similar concepts are potentially applicable to
solve similar problems in speech recognition in other languages.
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Linear Prediction of the One-Sided Autocorrelation
Sequence for Noisy Speech Recognition

Javier Hernando and Climent Nadeu

Abstract—The aim of this correspondence is to present a robust
representation of speech based on AR modeling of the causal part of
the autocorrelation sequence. In noisy speech recognition, this new rep-
resentation achieves better results than several other related techniques.

I. INTRODUCTION

Linear predictive coding (LPC) [1] is a spectral estimation tech-
nique widely used in speech processing and, particularly, in speech
recognition. However, the conventional LPC technique, which is
equivalent to AR modeling of the signalx(n), is known to be
very sensitive to the presence of background noise. This fact leads
to poor recognition rates when this technique is used in speech
recognition under noisy conditions, even if only a moderate level
of contamination is present in the speech signal. Similar results
are obtained with the well-known mel-cepstrum technique [2]. This
explains why some of the main attempts to combat the noise
problem consist of finding novel acoustic representations that are
more resistant to noise corruption than traditional parameterization
techniques.

Linear prediction of the autocorrelation sequence has been the
common approach to several robust spectral estimation methods for
noisy signals presented in the past. For speech recognition, Mansour
and Juang [3] proposed the short-time modified coherence (SMC) as a
robust representation of speech based on that approach. On the other
hand, Cadzow [4] introduced the use of an overdetermined set of
Yule–Walker equations for robust modeling of time series. Although
Cadzow applies linear prediction to the signal, his method can also
be interpreted as performing linear prediction in the autocorrelation
domain. Both methods rely, either explicitly or implicitly, on the fact
that the autocorrelation sequence is less affected by broadband noise
than the signal itself, especially at high lag indices.

In this work, we consider the one-sided or causal part of the
autocorrelation sequence and its mathematical properties. As this
sequence shares its poles with the signalx(n), it provides a good
starting point for LPC modeling. In this way, the new one-sided
autocorrelation LPC (OSALPC) method appears as a straightforward
result of the approach [5]. In addition, it is closely related to the
SMC representation and Cadzow’s method. All of them can be
interpreted as AR modeling of either a spectral function named
“envelope” or its square. This interpretation, which is based on the
properties of the one-sided autocorrelation, provides more insight into
the various methods. In this correspondence, their performance in
noisy speech recognition is compared. The optimum model order
and cepstral liftering have also been investigated in noisy conditions.
The simulation results show that OSALPC outperforms the other
techniques in severe noisy conditions and obtains similar scores for
moderate or high SNR.
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This correspondence is organized in the following way. In Section
II, the OSALPC technique is introduced, and its relationship with the
conventional LPC approach and the other parameterizations based
on AR modeling in the autocorrelation domain is discussed. Section
III reports the application of all those parameterization techniques
to an isolated word multispeaker recognition task, using the HMM
approach, in order to compare their performances in the presence of
additive white noise. Finally, some conclusions are summarized in
Section IV.

II. AR M ODELING IN THE AUTOCORRELATION DOMAIN

From the autocorrelation sequenceR(m), we define the one-sided
(causal part of the) autocorrelation (OSA) sequence in the following
way:

R
+(m) =

R(m) m > 0

R(0)

2
m = 0

0 m < 0

(1)

Its Fourier transform is the complex “spectrum”

S
+(!) = 1

2
[S(!) + jSH(!)] (2)

whereS(!) is the real spectrum, i.e., the Fourier transform ofR(m),
andSH(!) is the Hilbert transform ofS(!).

Due to the analogy betweenS+(!) in (2) and the analytic signal
used in amplitude modulation, a spectral “envelope”E(!) [6] can
be defined as

E(!) = jS+(!)j: (3)

Due to the large dynamic range of speech spectra, the envelope
E(!) strongly enhances the highest power frequency bands with
respect toS(!) [5]. Consequently, the noise components lying
outside the enhanced frequency bands are largely attenuated inE(!)
with respect toS(!), and thus,E(!) is more robust to broadband
noise thanS(!). On the other hand, as it is well known, the OSA
sequenceR+(m) and the signalx(n) have the same poles [7].

Those two properties, i.e., robustness to noise and pole preserva-
tion, suggest that AR parameters of the speech signal can be more
reliably estimated from the OSA sequenceR+(m) than directly from
the signalx(n) whenx(n) is corrupted by broadband noise. Thus,
as the conventional LPC technique assumes an all-pole model for the
speech spectrumS(!), we may apply linear prediction to the OSA
sequence, assuming an all-pole model for its “spectrum”E2(!). This
is the basis of the one-sided autocorrelation linear predictive coding
(OSALPC) parameterization technique [5].

A straightforward algorithm is proposed in [5] that calculates the
OSALPC cepstral coefficients. It consists of applying the (windowed)
autocorrelation method of linear prediction to an estimation of the
OSA sequence:

a) First, from the speech frame of lengthN , the autocorrelation
lags until M = N=2 are computed (this value ofM was
empirically optimized to consider the well-known tradeoff
between variance and frequency resolution of the spectral
estimate [8]).

b) Second, the Hamming window fromm = 0 to M is applied
on such estimated OSA sequence.

c) Third, if p is the prediction order, the firstp+1 autocorrelation
values of that OSA sequence are computed fromm = 0 to p,
using the conventional biased estimator, i.e., the one that is
commonly employed in speech processing.

d) Then, these values are used as entries to the Levinson–Durbin
algorithm to estimate the AR parametersak, k = 1; � � � ; p:

Fig. 1. Robustness of the OSALPC representation to additive white noise:
(a) LPC spectrum and (b) OSALPC squared envelope of a voiced speech frame
in noise free conditions (solid line) and SNR equal to 0 dB (dotted line).

e) Finally, the cepstral coefficients corresponding to the model are
recurrently computed from those AR parameters.

The robustness of OSALPC to additive white noise is illustrated in
Fig. 1. As can be seen in this figure, the OSALPC squared envelope
shows a prominent first formant, and its whole curve is more robust
to additive white noise than that of the LPC spectrum. In this case, the
conventional biased autocorrelation estimator was used to compute
the OSA sequence from the signal.

Fig. 1 also shows that spurious peaks may appear in the OSALPC
square envelope. They are probably due to the fact that the OSALPC
technique performs only a partial deconvolution of the speech signal
[9]. In spite of that, OSALPC shows a better speech recognition
performance than conventional LPC in severe conditions of additive
white noise, as will be seen in the next section.

The OSALPC technique is closely related to the short-time modi-
fied coherence (SMC) representation proposed by Mansour and Juang
in [3]. SMC is also based on AR modeling in the autocorrelation
domain. However, whereas in the OSALPC technique, the entries to
the Levinson–Durbin algorithm (firstp values of the autocorrelation
of the OSA sequence) are calculated from the OSA sequence using the
conventional biased autocorrelation estimator, in the SMC represen-
tation, they are computed using a square root spectral shaper. In fact,
in terms of the above formulation, that difference lies in assuming
in the SMC technique an all-pole spectral model for the envelope
E(!) instead ofE2(!). Furthermore,R+(0) is set to 0 in the case
of additive white noise because it is severely corrupted by noise.

On the other hand, the name of the SMC representation derives
from the usage of a particular estimator, which is referred to as
coherence in [3], to compute the OSA sequence from the signal.
This estimator is a more homogeneous measure than the conventional
biased autocorrelation estimator in the sense that every estimated
value is computed using the same number of signal samples, whereas
in the conventional estimator, the number of signal samples employed
to estimateR(m) decreases along the indexm. That property does
not have much relevance in the estimation of the autocorrelation
entries to the Levinson–Durbin algorithm since only the firstp + 1
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Fig. 2. Matrix formulation for OSALPC and LSMYE methods.

values are considered, and usually,p � N . However, it may be
important in the estimation of the OSA sequence from the speech
signal since the OSA length considered in both OSALPC and SMC
techniques isM = N=2 and not negligible with respect toN .

The OSALPC technique can also be easily related to the overde-
termined set of Yule–Walker equations proposed by Cadzow in
[4] to seek ARMA models of time series. As anAR(p) process
contaminated by additive white noise becomes an ARMA(p; p)

process, Cadzow’s method can be used to estimate the parameters
of this noisy AR process simply by setting the same AR and MA
orders in the so-called least squares modified Yule–Walker equations
(LSMYWE’s) [8].

The relationship between the OSALPC and LSMYWE techniques
is illustrated by the matrix equation in Fig. 2, whereM denotes
the highest autocorrelation lag used, ande(m) is the error to
be minimized. The minimization of the norm of the full error
vector fe(m)gm=1; ���;M+p with respect to the AR parametersak
is equivalent to the application of the (windowed) autocorrelation
method of linear prediction to the sequenceR(m), m = 1; � � � ; M ,
i.e., the OSALPC technique. On the other hand, the LSMYWE
technique minimizes the norm of the subvectorfe(m)gm=p+1; ���;M ,
and therefore, it amounts to applying the (unwindowed) covariance
method of linear prediction on the same range of autocorrelation lags.
WhenM = 2p, LSMYWE are the modified Yule–Walker equations
[8] for an ARMA(p; p) process. In both cases, only autocorrelation
lags corresponding to the OSA sequence are employed.

In our comparison, we will also consider another version of
this (unwindowed) covariance-based approach that will be called
least squares Yule–Walker equations (LSYWE’s). Whereas in the
LSMYWE technique the first predicted autocorrelation value isR(p+

1), in the LSYWE technique, the prediction begins atR(1). Both
LSMYWE and LSYWE methods and their relationship to OSALPC
are graphically described in Fig. 3. As it is shown, the only difference
between the various techniques is the range of autocorrelation lags
considered in the minimization of the error. It is worth noting that
LSYWE considers some negative autocorrelation lags that do not
belong to the OSA sequence. In particular, ifM is equal top, LSYWE
are the conventional Yule–Walker equations.

As will be seen in the next section, in spite of the similarity between
all these techniques, the OSALPC representation outperforms the
LSYWE, LSMYWE, and SMC techniques in speech recognition in
severe noisy conditions. On the other hand, as far as the computational
complexity of the algorithms is concerned, OSALPC and SMC
techniques are much more efficient than LSYWE and LSMYWE
techniques because they use the Levinson–Durbin algorithm.

Finally, it is worth noting that the OSALPC technique may be
included in the field of higher order spectral estimation due to the
fact that the squared envelopeE2

(!) is the Fourier transform of the
autocorrelation of the OSA sequence, which is a particular fourth-
order moment of the signal.

Fig. 3. Interpretation of the (a) OSALPC, (b) LSMYWE, and (c) LSYWE
approaches as application of the autocorrelation or covariance methods of
linear prediction to an autocorrelation sequence in different lag ranges.

III. SPEECH RECOGNITION EXPERIMENTS

This section reports the application of all the above parameter-
ization techniques to recognize isolated words in a multispeaker
task with a discrete HMM-based system in order to compare their
performance and to gain some insight into the merit of the OSALPC
representation in the presence of additive white noise

A. Speech Database and Recognition System

The database used in our experiments consists of 10 repetitions of
the Catalan digits uttered by seven male and three female speakers
(1000 words) and recorded in a quiet room. First, the system was
trained with half of the database and tested with the other half. Then,
the roles of both halves were changed, and the reported results were
obtained by averaging those two results.

The analog speech signal was first bandpass filtered to 100–3400
Hz by an antialiasing filter, sampled at 8 kHz and, 12 bits quantized.
The digitized clean speech was manually endpointed to determine
the boundaries of each word. The endpoints obtained in this way
were used in all our experiments, including those in which noise
was added to the signal. Clean speech was used for training in all the
experiments. Noisy speech was simulated by adding zero mean white
Gaussian noise to the clean signal so that the SNR of the resulting
signal becomes1 (clean), 20, 10, and 0 dB. No preemphasis was
performed.

In the parameterization stage of the recognition system, the signal
was divided into frames of 30 ms at a rate of 15 ms, and each frame
was characterized by its cepstral parameters obtained either by the
conventional LPC method or by any of the techniques presented in
the last section. Before entering the recognition stage, the cepstral
parameters were vector quantized using both a codebook of 64
codewords and the Euclidean distance measure between liftered
cepstral vectors. Each digit was characterized by a left-to-right
discrete hidden Markov model of 10 states without skips. Training and
testing were performed using Baum–Welch and Viterbi algorithms,
respectively.

B. Recognition Results

First of all, we carried out some experiments with the above
described speech recognition system to optimize the model order and
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TABLE I
RECOGNITION RATES OF THE CONVENTIONAL LPC TECHNIQUE FOR

SEVERAL PREDICTION ORDER VALUES AND CEPSTRAL LIFTERS

TABLE II
RECOGNITION RATES OF THE CONVENTIONAL LPC, LSMYWE,

AND LSYWE TECHNIQUES FORp = 12 AND THE SLOPE LIFTER

TABLE III
RECOGNITION RATES OF THE CONVENTIONAL LPC, SMC,AND

OSALPC TECHNIQUES FORp = 12 AND THE SLOPE LIFTER

the type of cepstral lifter in the conventional LPC technique. In Table
I, the recognition results for LPC model ordersp = 8, 12, and 16
and for the bandpass [10], inverse of standard deviation [11] (ISD),
and slope [12] lifters are presented. The recognition results show that
neither the model order nor the type of cepstral lifter are relevant for
our task in noise-free conditions. However, in the presence of noise,
the recognition results are very sensitive to both factors.

It is also clear from Table I that the nonsymmetrical lifters—slope
and ISD—outperform the bandpass lifter for every model order. This
may be due to the fact that in the presence of white noise, the lower
order cepstral coefficients are more affected than the higher order
ones in the truncated cepstral vector.

The best results for severe noisy conditions—10 and 0 dB of
SNR—are obtained using slope lifter and prediction orderp equal
to 12. The convenience of this relatively high order comes from the
fact that the sensitivity of the autocorrelation sequence to additive
white noise tends to decrease along the lag index. Model orders
that are too high, however, yield poor recognition results since the
spectral estimate shows spurious peaks. Actually, recognition rates
were calculated using the slope lifter for a large range of values of
the model order, and the best results were those obtained forp = 12.

In Table II, the recognition rates of conventional LPC, LSMYWE,
and LSYWE approaches are presented, usingM = N=2 and both
optimum model order and lifter obtained for the conventional LPC
technique, i.e.,p = 12 and the slope lifter. Obviously, these are not
the optimum conditions for each parameterization technique, but the
results can help to compare their performance. As can be seen from
Table II, the conventional LPC technique outperforms noticeably the
other approaches. However, the excellent performance of the LSYWE
approach in noise-free conditions is worth noting.

Fig. 4. Comparison of recognition rates of the LPC, SMC, OSALPC-I and
OSALPC-II techniques.

Fig. 5. Block diagram for the calculation of the LPC, SMC, OSALPC-I and
OSALPC-II cepstra.

In Table III and Fig. 4, the recognition rates corresponding to
the conventional LPC technique, the SMC representation, and the
novel OSALPC approach are presented, where we also useM =

N=2, p = 12, and the slope lifter. The two versions OSALPC-I
and OSALPC-II of the OSALPC approach correspond to the OSA
estimators to which we referred in Section II: OSALPC-I uses the
conventional biased autocorrelation estimator, and OSALPC-II like
SMC uses the coherence estimator (and setsR(0) to 0). Fig. 5 shows



84 IEEE TRANSACTIONS ON SPEECH AND AUDIO PROCESSING, VOL. 5, NO. 1, JANUARY 1997

TABLE IV
RECOGNITION RATES FOR THE OSALPC-II TECHNIQUE FOR

SEVERAL PREDICTION ORDER VALUES AND CEPSTRAL LIFTERS

a block diagram for the calculation of the LPC, SMC, OSALPC-I,
and OSALPC-II cepstra that permits comparison of their respective
algorithms.

The OSALPC and SMC representations clearly outdo the con-
ventional LPC technique in severe noisy conditions: OSALPC-I and
OSALPC-II rates are better than LPC ones at 10 and 0 dB, and SMC
outperforms LPC at 0 dB. Moreover, OSALPC-I and OSALPC-II
representations outperform the SMC technique in all noisy conditions.
For the OSALPC representation, the use of the conventional biased
autocorrelation estimator for computing the OSA sequence (version
OSALPC-I) is convenient in severe noisy conditions, i.e., for an SNR
of 10 or 0 dB.

However, in noise-free conditions, there is a loss of recognition
performance in the OSALPC and SMC approaches with respect to
the conventional LPC technique due to the imperfect deconvolution of
the speech signal performed by those techniques. This effect seems
to be minimized by using the coherence estimator to compute the
OSA sequence, as in the case of OSALPC-II and SMC.

Finally, Table IV shows the recognition rates corresponding to
OSALPC-II for the same model orders and cepstral lifters as in
Table I. It can be noticed that the new technique is less sensitive
to changes in both the model order and the type of cepstral lifter
than the conventional LPC approach, provided that the model order
is not too low.

IV. CONCLUSIONS

In this correspondence, several LPC-based techniques that work
in the autocorrelation domain are presented and compared in noisy
speech recognition. The OSALPC technique, which is based on
the application of the (windowed) autocorrelation method of linear
prediction to the one-sided autocorrelation sequence, yields the best
results among all the compared LPC-based techniques in severe noisy
conditions.
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A Fast Algorithm for Finding the Adaptive Component
Weighted Cepstrum for Speaker Recognition

Mihailo S. Zilovic, Ravi P. Ramachandran, and Richard J. Mammone

Abstract—In speaker recognition systems, the adaptive component
weighted (ACW) cepstrum has been shown to be more robust than the
conventional linear predictive (LP) cepstrum. The ACW cepstrum is
derived from a pole-zero transfer function whose denominator is the
pth-order LP polynomial A(z). The numerator is a (p � 1)th-order
polynomial that is up to now found as follows. The roots ofA(z) are
computed, and the corresponding residues obtained by a partial fraction
expansion of 1=A(z) are set to unity. Therefore, the numerator is the
sum of all the (p� 1)th-order cofactors of A(z). In this correspondence,
we show that the numerator polynomial is merely the derivative of the
denominator polynomial A(z). This greatly speeds up the computation of
the numerator polynomial coefficients since it involves a simple scaling
of the denominator polynomial coefficients. Root finding is completely
eliminated. Since the denominator is guaranteed to be minimum phase
and the numerator can be proven to be minimum phase, two separate
recursions involving the polynomial coefficients establishes the ACW cep-
strum. This new method, which avoids root finding, reduces the computer
time significantly and imposes negligible overhead when compared with
the approach of finding the LP cepstrum.

I. INTRODUCTION

Speaker recognition is the task of identifying a speaker by his or her
voice [1]. A common problem in realizing robust speaker recognition
systems is that a mismatch in training and testing conditions seriously
degrades the performance [2]. One of the pursued approaches to
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