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Efficient Admission Control of Piecewise Linear
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Abstract—in this paper, we present algorithms for flow admis- Fair Queuing (WFQ) [6] (also known as Generalized Processor
sion control at an earliest deadline first link scheduler when the Sharing (GPS) [21]) was proposed in [24] to guarantee a
flows are character_ized by piecewise linear traﬁic envelopes. We maximum queuing delay by reserving a certain amount of link
show that the algorithms have very low computational complexity bandwidth for the ai fl Alth h simole. thi licy i
and, thus, practical applicability. The complexity can be further andwiath for the 9'_Ve” ow. Alt ogg ) S_'mp € t.'s policy '.S
decreased by introducing the notion of discretized admission Known to be suboptimal. Another discipline, earliest deadline
control. Through discretization, the range of positions for the first (EDF) [18], associates a per-hop deadline with each packet
end points of linear segments of the traffic envelopes is restricted and schedules packets in the order of their assigned deadlines.

to a flnlte set. Simulation experiments show th_at discretized EDF has been proven to be optimal in the sense that, if a set
admission control can lend to two orders of magnitude decrease

in the amount of computation needed to make admission con- of tasks is schedulable under any scheduling discipline (i.e.,
trol decisions over that incurred when using exact (nondiscrete) if the packets can be scheduled in such a way that all of their
admission control, with the additional benefit that this amount deadlines are met), then the set is also schedulable under EDF.
g;gg?;g“:ﬁgoglggvg’“gei;o?&gig‘lsd%” :;‘gaggr’?%%r t‘;‘;rggv‘:)sf- t\r’]\f Also, rate-controlled EDF [26] was shown to outperform GPS
number of flows adei)tted) incurred gy the discretization and |n.prOV|d|ng end-to-end delay guarantees in a network [11]. In
find that it is small. this paper, we use the rate-controlled EDF framework, where
the end-to-end, delay-based admission control is reduced to
performing EDF schedulability verifications at each link.
Sufficient conditions for the EDF schedulability of flows

have been proposed for some particular cases of flow char-
l. INTRODUCTION acterizations [13], [27]. Recently, a set of necessary and

HE demand for real-time communication services in dag/fficient conditions for flow schedulability has been put

networks such as the Internet has grown rapidly in recei@fward in [17], [10], and [23], using a general characterization
years. Two important applications requiring the timely deliver9f flows. The optimality of EDF and the existence of necessary
of data packets are voice and video. To be able to guaran@l sufficient conditions for schedulability make EDF an
the delay requirements of these applications, the netwdiiractive choice for providing delay guarantees for real-time
has to reserve resources at the links on the paths of flwvs. There are, however, two important concerns about the
corresponding real-time flows. Several flow setup protocdpsacticality of EDF scheduling. First, an implementation of
that convey end-to-end user delay requirements to the linkk®F scheduling requires a search®flog @) time in the list
have been proposed and are in the process of standardizatidripackets (ordered by their deadlines) waiting in the queue
these include ReSerVation Protocol (RSVP) [2] for Interngf length@ for transmission. This issue has been addressed in
Protocol (IP) networks, and Asynchronous Transfer Mod@5] and [17], where the search time is reduced to constant
(ATM) signaling [1] for ATM networks. (O(1)) time in an approximate implementation where the

The problem of providing delay guarantees at a networknge of packet deadline values is discretized. The second

link is the focus of much current research. Much of this worigsue is that, although the EDF schedulability conditions in
focuses on the issue of packet scheduling—determining tl&'] can be expressed simply, the algorithms to perform these
order in which queued packets are forwarded over outgoisghedulability tests can be computationally very complex.
links at switches and routers. This order determines the packetn this paper, we address the second issue and present simple
waiting times in the link's queue and, ultimately, the delayand computationally efficient algorithms for performing flow
that the link scheduler can guarantee. A variant of Weightedmission at links that use an EDF scheduler. That is, rather

) ] ) than considering various flow characteristics and associated
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envelopes characterized by piecewise linear functions With flow’s traffic characteristics (maximum cell rate, sustained cell
segments, we find that our algorithms have low complexitate, maximum burst size [1]), and the maximum allowable
O(KNlog (KN)) where N is the number of admitted end-to-end delayd;. At each link [ along the path from
flows at the EDF scheduler at the moment of the algorithm&ource to destination, the minimum delay that lihkcan
invocation. We further simplify these algorithms significantlguarantee tg', d;, is computed and added #, the cumulative
by restricting the range of positions for the flexion pointdelay, included in theseTup message. If, at some node, the
(i.e., the points attaching two linear segments) of trafficumulative delay exceeds the maximum allowable delay, the
envelopes to a finite set of values. Simulation demonstrafé®sy is not accepted and 2ELEASE message is returned.
that we obtain a very significant improvement in the ru®therwise, at the end of the first pass (at the destination node),
time (two orders of magnitude speedup for the examples we > d. and the flow is accepted. AONNECT message is
consider), with the additional benefit that the execution tinmeturned on the same path to the source, assigning a delay
is independent of the number of flows. We examine the d;; > d; to flow f at link [ on pathP, such thatZ;cp ds; <
relative performance degradation (in terms of the number @f according to some delay division policy (we have explored
flows admitted) incurred by the discretization and find it tthis in detail in [9]).
be small. Consider next the RSVP protocol [2] in conjunction with
In this paper, we characterize flows by multiple-segmettie Integrated Services “Guaranteed Qo0S” specification [24].
envelopes that bound the amount of generated traffic over Hme source of a real-time flow sends perioditath messages
interval of lengtht. The motivation for this general char-to a unicast or multicast IP address. The source includes the
acterization is that recent studies (for example, [14]) haflew's traffic characteristics in th&ath message. Each link
shown that, in order to achieve high link utilization, flowson the path to the receiver computes the minimum delay it can
must be characterized by piecewise linear functions consistiggarantee tg" and adds it tol., the cumulative delay, which
of more than two segments. Reference [14] has shown tlgtsent in theD;.; term of the Path message. A receiver
moderately bursty traffic (e.g., some MPEG-encoded movidBat requires an end-to-end delay guaranigeand receives
achieve high link utilization (about 90%) when using ena Path message, compares with the minimum end-to-end
velopes with 3—4 segments. Moreover, highly bursty traffidelay that can be guaranteed by the netwdk,If d; < d.,
(e.g., advertisements) need 10-15 segments in order to achighem the receiver decides that its delay requirement cannot be
the same result, while two-segment envelopes achieve oglyaranteed. Ifi; > d., then the requirement can be satisfied,
one-third of the maximum link utilization. Multiple-segmentand the receiver sends &esv message back to the sender
envelopes are easy to specify: each segment is characterized®r the same route th&tath traversed. This includesy, its
a (rate, burst size) pair. Multiple-segment envelopes are aldelay requirement, as part of the delay slack t&fnOn its
easy to regulate and police (see e.g., [4]). A multiple-segmeeturn to the sourceResv assigns a delay;; > d; to flow
regulator is constructed with a set of leaky bucket regulatofsat link 7, such that;cp ds; < dy, according to some QoS
in series. It has also been shown in [26] that such a tandemdafision policy (studied in [9]).
regulators does not introduce any additional worst case delayVe see that each of the above flow setup protocols requires
for the regulated flow. that a local admission control procedure be invoked at each
The remainder of this paper is organized as follows. In Selink [ with the following capabilities:
tion Il, we describe the requirements imposed by IP and ATM « given a flow f and its traffic characterization (e.g.,
flow setup protocols on the local (link) admission control. In maximum and average bandwidth requirement and maxi-
Section lll, we derive simple admission control algorithms  mum burst size or, more generally, any traffic envelope),
for flows characterized by multiple-segment envelopes. In  provide the minimum delay that link can guarantee to
Section IV, we propose admission control procedures for non- 7, based on the current state (set of reserved flows) at
preemptive EDF schedulers with nonnegligible packet sizes. the local scheduler;
In Section V, we evaluate by simulation the performance of « given a flow f, its traffic characterization (as above)’ a
exact and discrete admission control algorithms. Section VI requirementdﬁl > Eh and a set of Currenﬂy accepted
concludes the paper. flows, update the current “state” of the local scheduler
to reflect the fact that a maximum packet deldy; is
additionally being guaranteed to floy

In the following, we examine how these capabilities can be
provided in the case where EDF scheduling is used to provide

Flow setup protocols for flows with maximum end-to-enghaximum end-to-end packet delay guarantees. Consider a flow
packet delay requirements, such as ATM signaling and RSVRyith the amount of arrivals (measured in bits per second)
with Guaranteed Services, impose certain requirements on flpivthe time interval[r,, 7] denoted byA [, 7]. The flow
link-level admission control algorithms. In this section, wes characterized by a traffic constraint function, or minimum

examine these requirements; in Section Ill, we present speciigvelopeA*, an upper bound on the flow’s arrival pattern [5],
admission control algorithms that meet these requirementsy3]

Consider a source that wishes to establish a flbwo a
destination, using ATM signaling. It sendssaTupP message
to the destination, which includes information such as the Aflr, 7+t < AR(t), Vr20,¥t>0

Il. FLow ADMISSION CONTROL IN
NETWORKS EDF SCHEDULERS
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which also satisfies the relatiod}(t) < ff}(t),\%t > 0 for
any enveloped’; having the above property. It is easy to see ;
that A} is nondecreasing. We také’(t) = 0,V¢ < 0. In this
paper, we measure the traffic as a number of data units (bits) '
rather than transmission time (seconds), as in [17]. , ;

Let us consider a set aV flows, where flow: is char- 1 Giz a3 1
acterized by its envelopel?. The stability condition for a rig 1 A mutiple-segment envelope.
work-conserving scheduler (including the EDF scheduler) is

[17, eq. (5)] . N . -
N packet delay requirement. We begl_n by introducing the defini-
Z A () tions and notations related to multiple-segment envelopes.
_ pa ‘ Definition 1: The multiple-segment envelop& of flow ¢
i <1 (1) is a functionA}: IR — IR with the following properties.
wherec is the constant rate of the server (bits per second). 1) A} is a piecewise linear function with a finite number
We consider now, and in Section Ill, preemptive EDF of segments.;

schedulers and, in Section IV, nonpreemptive EDF schedulers.
In the case of apreemptiveEDF scheduler, we state the
following variant of the schedulability condition proposed in (3)
[17] for a set of N flows.

Theorem 1: (Liebeherr, Wrege, Ferrari)Consider a set of
N flows, that satisfy (1), where flowis characterized by its
envelopeA? and has a maximum packet delay requirement at
a given link ofd,. The set of flows is EDF schedulable at that
link if and only if

ct > Z Af(t—d;), Vt=0. (2) Tij—1 + Qi jPij—1 = 04 + Qi jpij, 2<y<n;.
1<i<N

We say that the sdtA?, d; }1<;<n is schedulable if (1) and
(2) are satisfied. pij >0, 1<j<m

Note that (2) provides only a schedulability condition; it ’ B
does not provide an algorithm to test this condition. In this 4) | gt hi; = Af(a; ;). BecauseA? is strictly increasing,
paper, we present efficient algorithms for testing this condition. = \ye have
The following two properties of (1) and (2) ensure that EDF
schedulers are capable of supporting the flow setup protocols ¢ = hio="hi1 <hia <+ <hin, < hin41 =00
described earlier. (4)

Proposition 1: If a set of flows( A7, d;):<;<n is schedula-  opgserve that the above definition.df covers not only con-
ble, t_hen it remains sched_ul_able if the maximum tolerable delgy, e envelope functions (for example, multiple leaky buckets
requirement for any flow is increased frof to dx.+6,6 > 0, [14)), but also more general envelope functions (for example,
foranyl <k <N. . . D-BIND [16]). Fig. 1 shows an example of a multiple-segment

The intuition behind this result is that, by relaxing the de|a<¥nvelope.
requirement for a flow in a schedulable set, the set remaing, the analysis that follows, we will use the notions of
schedulable. The proof is simple and we omit it. concave, convex, and flexion points that we define below.

Corollary 1: Given an EDF scheduler with a set & pefinition 2: Given a continuous functioff: R — IR and
admitted flows, for any new flowi} there is a unique delay , o IR, (a, f(a)) is said to be a concave (convex) point bf

Ai(t) =04+ pijt i St <a;41, 055<n;

whereo; o = 0,0; 1 = 0,p;0 = 0 and
—00 =a; 0<0 = a; 1<a; 2 <+ <A p; <A ;41 = OO,

2) A? is a continuous function

3) Ay is strictly increasing in0, oo)

d(A}) such that(A%, d) can be admitted iffl > d(A}). if fis concave (convex) in a vicinity of
The delayd defined inCorollary 1, is the minimum (best)

delay that can be guaranteed to flofvby the given EDF Je>0 Vae(0,1)

scheduler having the given load &f flows. The existence (1 =a)(a—e)+afate))

and uniqueness of the minimum deldyensures that EDF
schedulers are capable of supporting the flow setup protocols
described earlier.

>(1-—a)fla—e)+af(ate) (5)

(“<,” respectively). A flexion point is a concave or a convex
point.

Observe that: is an element of the domain gfand, thus,
a is the abscissa coordinate of the pdiat f(a)) on the graph

In this section, we address the problem of computing tlué f. For example, in Fig. 1g; » iS a concave point and; 3
admissibility of flows characterized by multiple-segment eris a convex point ofA;.
velopes at an EDF scheduler, when each flow has a maximunfrinally, we introduce the following notation.

I1l. ADMISSION CONTROL ALGORITHMS FOR FLOWS
CHARACTERIZED BY MULTIPLE-SEGMENT ENVELOPES
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F(y)

........... A% (1-5)

Fig. 2. A work availability functionf.

X u
; Notation 1: Given a piecewise linear, continuous functior,}ig_ 3. Constraint by flexion point of.
1) X§visthe setof concave points ¢fandY ;* = f (X J‘i’”).
2) X%*is the set of convex points gfandY ;= = f(X§).
3) Xy = X% UXS is the set of flexion points of and
Y, = f(Xy).
Notation 2: Given a functionf: IR — IR and.S C IR:
1) The inverse of the functiorf, f~! is defined as

at the EDF scheduler, and that the stability condition (1) is
satisfied

N

Z Pin; +pf,n_[ <c.

=1
In the following, we adopt the convention thaiax = 0.

_ A : ini d
F ) 2 {elf(2) = y). ; :’Sheorem 2: The minimum delayd guaranteeable to flow

If the resulting set has one element, we wifte! (y) = d = max(ma, m,)
z. The inverse of the functiorf in y € IR, restricted to o
the interval(a,b) is where

(IS
m, = max UanA,} (F~H(A%(a)) — a). 9)

fly@) 2 {olz € (@.b), f@) =y} (6) my = max (u— A7 (F(w) ®

2) The difference between a sgtC R anda € IR is the

set of differences Observe that, in (9)F~!(A}(a)) is a set that may contain

§_a2 {z —alz € SY. more than one element sinéé is not necessarily a bijective
A ' ' function. Thusyn,, is the maximum element in a union of sets.
3) For any setS, S = S U {—o0,00}. We provide an intuitive explanation of the theorem; see
Appendix A for its formal proof. First, note that, given an
A. Exact Admission Control Algorithms for availability function F, the schedulability conditiorF'(¢) >
Multiple-Segment Envelopes A%(t — d) is equivalent to being able to fit thd’ curve

“below” F'(t). Fig. 3 shows such an example, where the
original envelope curved’(t), is translated: units to the right
so that it just fits undef’(¢). In this example, the minimum
delay guaranteeable would he We note that this problem
of fitting a multisegment curve under another differs from

Let us consideV flows, where flowi is characterized by
the multiple-segment envelop& and has a maximum packet
delay requirement/;. In order to compute the schedulability
conditions (2), we introduce the following definition.

Definition 3: The (work)availability function F:R —

R is defined by onzlilgon containment problems in computational geometry
N Our goal is to find the smallest value dfsuch that the
F(ty=ct =Y Aj(t—d). (7)  original envelope curved’(t), translatedd time units to the
=1

right, will lie completely belowF'(¢). Imagine for the moment

Given this definition, the schedulability condition (2) forthe algorithm we will present does not actually do this), taking
the set of NV flows becomesi () > 0 vt > 0. F(t) gives the the A%(t) curve and, starting fro_m_ the ri_gh_t_, tra_nslating the
maximum amount of work (in bits) available over an intervefurve to the left (toward the origin) until ifirst intersects
of length ¢ in the worst case at the EDF scheduler, whild(t). A7(¢) will either intersect/’(¢) at a flexion point of
guaranteeing for each flow(with envelopeA?) its maximum £(#) (as shown in Fig. 3, or a line segmentft) (as shown
packet delay ofl;, for 1 < i < N. This function plays a central In Fig. 4).
role in the development of admission control algorithms in The equality form, in (8) considers the cases where
the rest of this paper. Given thal* is a piecewise linear and flexion points of F'(#) just fit a translatedd?(¢). When £'(?)

continuous functionj = 1,---, N, it follows that F' is also and a translatedi?(t) are_inciglent at such a fle>_(i0n point,
piecewise linear and continuous (Fig. 2 gives an example &Y at? = w (as shown in Fig. 3), then the height of the
F) translatedA} at w is F(u). The untranslated A} has this

We now consider the problem of admitting a new flgw height atA}_l(F(u)) and, hence, the amount of translation
with envelopeA®, given thatN flows (A}, d;) are scheduled is v — A;‘l(F(u)). One can show (see Appendix A) that if
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F(t) ] (1)
F(‘”a,l'”a,Z )(h)
t
%k (t) ) v A* m
By |-t -- X AF (tye) N I ()

Ny s |

' ' [ 1 i

. ' [ 1 {

: ! Uy,; m, me+a Ugot

s 5 —

ag Ve Yetap f concave interval of F

Fig. 4. Constraint by flexi int ot Fig. 6. Reducing the number @&f—! computations.
ig. 4. onstraint by flexion poin s

* i i i 2 i
MINIMUM.DELAY (nput: X 42, Yz o1y X Ve, B YA,, giving a complexity ofO(K“N). The complexity of the

Output: 3) entire algorithm is, thusQ(K2N).
for each v € Yr We can speed up the computation using two independent
and each hyx € Ya; methods which can be combined. We begin by observing that
ifvr € [hyk, hprrr) . not all points in X4+ and Xz are relevant for computing
then z; + w; — A} (vr) I

hs e hpiey) the minimum delay. It is easy to show that only the concave
for each hjx € Yas points o_f_F and *convex points ofA% impose constraints on
and eachv; € Yr the position of A% (see Figs. 3 and 4). Thus,

1

2

3

4

5 mg ¢ maxz;
6

7

8 if hyx € (U1, v141) _
9

then g4 < F~ ' (hse) — ark d = max(ma,my) (10)
10 My < Mmax iy x
11d ¢ max(m;,m,) where
. -1
Fig. 5. An O(K?2N) algorithm for computing the minimum delay for a My = ,111)3}{3 (u— A} (F'(u))) (11)
multisegment envelope. uEA R
my =max || (FH(45(a)) —a). (12)
a translatedd’} and F'(¢) are incident at two flexion points of “EX-Cf;

L(t), with associated translationg andds, whered; < da,
then the A} that is translated/; lies abover’(t) for some
values oft. Hence, in order to find the smallest delay th
guarantees schedulability, we takeraz in (8).

Similarly, suppose that'(t) and a translated’;(¢) intersect
at a flexion point ofA%(¢) (see Fig. 4). In this case, letbe
such that the height of'(¢) at the incidence point is equal to
the height of the untranslatetf;(a). The amount of translation
and, hence, the guaranteeable delay Woulﬁbé(A}(a))—a.

In Fig. 5, we give an algorithm to compute the minim
guaranteeable delay, which is a direct implementation of

A second method that reduces the worst case complexity
a?f computing the minimum guaranteeable delay, reduces the
number of points for whichF—! is computed. We can ac-
complish this if, in (12), for eachu € Xff;}, we compute

only F=*(A%(a)) — a within the concave interval of’ where
m, + a is situated (see Fig. 6). In Appendix B, we show that
this computation is sufficient for computing

For a formal statement, givemi defined in (11), we
urﬁntroduceuml,uw € Xeov (whereXev = X U {—00,00})
such that

Theorem 2Here, we use the notationy , = A%(azx), v = Ug1 = max{r € X|z < my +a} (13)
J;](\Z”)’ Ya, = A}(XAF)’YF = F(Xp) and B = ¢ - Uq 2 = min{x € Xa|x > my +al. (14)
i=1 Ping-

To evaluate the computational complexity of this algorithm, Theorem 3: The minimum delayd guaranteeable to flow
we first observe that, for any piecewise linear and continuolfisis
function g, if a; and a, are cons_ecutl\{e points _uig, and d = max(ma, m.) (15)
v € [g(a1),g(az)), then computingg *(v) requiresO(1)
time, sinceg~! is linear in[g(a1),g(az2)). (More precisely, where

g7 (0) = a1+ (0= g(a1))/g'(a] ), whereg'(a]) = (g(az) - e = max (5 — AT ()

g(a1))/(a2 — ay) for ay < oo, and foray = oo, ¢ (af) = T uexw

4 , e .

lim, oo ¢'(x), which is p;,, for g = A% and B fpr m. = max (F(fl ’ )(A}(a))—a) (16)
g = F.) We assume that, at the time of the algorithm’s aeXxcy Yal a2

invocation, there ar&V flows, and that any flow envelope has !

|XA;- = |YA; = O(K) flexion points. It follows thatX | = WhereF(_)l() is defined in (6).
[Yr| = O(KN). To computem, (steps 1-5), a lookup in  Observe that the sdf,! , ) (A%(a)) — a) has at most

YA;- is done for each element ikr. Thus, the complexity one element, sincé is concave iN(tg 1, Uq2).

of computingm,, is O(|Yr[|Ya:|) = O(K?*N). To compute  The proof of the theorem can be found in Appendix B. In
m, (steps 6-10), a lookup’» is done for each element in Appendix C, we present an algorithm for computiidpased
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EF(t)

|
u;y Uy Uy Uy t M]d Uy Uz Uy Us

Fig. 7. A discrete work availability function. Fig. 9. A horizontal translation cover.

1 L I [ I
U d Uy Uz Uy Usg

Fig. 8. A discrete cover. Fig. 10. A slope translation cover.

on the above theorem, having a computational complexity & accommodate the request. This will lead to lower resource
O(KN). Observe that this complexity is the best (|owestztilization at the link scheduler and potentially fewer flows
possible, since all of the segmentsi6fmust be evaluated for being admitted at the link, compared to what is possible with
computingd, and there are@(K N) such segments. the exact admission control. We investigate this tradeoff in
We observe here that, although a complexity @fK N) Section V. The second observation is that, in general, there
for admission control may be acceptable when the numiRie many choices of discrete covers for a given work function.
of flows N is small, this amount of computation can béimong these choices, a cover that is “closer” to the original
problematic when the number of flows reserved at a lidlequest is preferred because the amount of over-reservation is
is |arge (e_g_, thousands of flows on an OC12 ||nk) In th’@maller. Unfortunately, it is not possible to establish a total
next section, we explore a technique for further reducing tiéder among the covers of a given envelope and, thus, there

computation time for flow admission. is no one cover that would minimize the over-reservation.
We have developed and analyzed several heuristics to choose

B. Discrete Admission Control for covers, and we present two of them in the following.

Multiple-Segment Envelopes The horizontal translationpolicy (Fig. 9) constructs the

cover Aﬁzd by translating the concave points of the work

In this section, we show how the computational complexi 8
of the admission control algorithm can be significantly reduce nction Ay, horizontally to the left. Theslope translation
pollcy (Fig. 10) constructs the covet; , by translating each

by ensuring that" consists of at most linear segments. Let i
+ . . : concave point of the work functiod , to its left, following
D = {wlu; € RT,1 <¢ < L}. We say thatF is D discrete
; : . ! the slope of the envelope’s segment that begins at that concave
if the set of F's flexion points form a subset @p, X C D. 5
. : opie . point of Ay 4. It is easy to show thatly ,(t) < A% (%), i.e.,
Fig. 7 shows an example of ®-discrete work availability : . . fod s .
the slope translation results in a smaller over-reservation than

function ' whereD = . Consider a>-discr . ; :
unction [ whereD = {u1, uz, us, us}. Consider a-discrete -\ oo e nciation. Henceforth, we only consider the
work availability function£” and a new flows with envelope . :

slope translation policy.

A% and maximum packet delay requiremehtConsider the A potential bl ith the sl ¢ lati licy i
problem that arises when we wish to adrfiibaving envelope potentia’ problem wi 1€ slope transiation poficy 1S
that, although the work function is schedulalgle, ,(t) <

Aj and maximum packet delay requiremehtWe definef’s L(t),vt), it may be possible that the cover is not schedulable

minimum work requiremerfunction as . . -
(i.e., A% ,(t) > I(t) for somet). Hence, there is a minimum
Agalt) = Ap(t = d). (7)  value ofd d' > d, such thatd} ,(t) > F(¢). In [8], we have
It is important that the admission result in a new workonsidered another approach where we constriidiscrete
availability functionF” that is alsoD discrete and that satisfiescover A% , that is schedulableAs ,(t) < F(t), V) whenever
F'(t) < F(t) — Aj.a(t). We constructF” asF’'(t) = F(t) — Aypals schedulable{Af a(t) < F(t),Vt). We have found that
AS 4(t), where A% ,(t) > Afq(t) and AS ,(t) is D discrete. this procedure does not perform significantly better than slope
Thus, F’ has the required properties of beifydiscrete and translation. Because it is a more complicated procedure and
F'(t) < F(t) — Aya(t). A; , is called aD-discrete cover for due to lack of space, we do not present it here; the interested
the minimum work functiohﬁlf,d. An example of aD-discrete reader can find its description in [8]. In the remainder of
cover for a work functiond; 4 is shown is Fig. 8. this section, we will focus on the slope translation policy and
We make two observations. First, it is clear that reservingesent an algorithm for its implementation.
a cover that is larger than the required work function implies We begin by deriving a method for computing the minimum
that more resources (work) will be reserved than are needéelayd’ guaranteeable by the slope translation policy, given
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Fig. 11. Construction of slope translated cover. t

LI | I
dMZ Uz

=
BN
-
.

Fig. 12. F constrains points “on” original envelope.
that the stability condition (1) is satisfied. We introduce the

following notation:

A},af,j (t) = or;+prit, telR 1< 5 <ny (18)

thus, :
Aj(t) = A, (1), for te€lagjap;v1) (29) /7
Given an envelopel} and a maximum delay request the ’%ar-u—/ r
Za 1,a Uy q

slope translatlon cover envelop«eS d |s a pleceW|se linear,

A} g(w) = max(Aya(u), AF y(u)), weD  (20)
MINIMUM_DELAY_SLOPE_TR (Input: X ff;, YA;, Plmgs
where D, F(D), B;

’ cx OQutput: a)
A}':d(ui) = max{0} U {A} (v — d)|a € XA}_

for ecach v € F(D)
find hf‘,' € YA hf,' <v < hf’i+1, hf’i = A}(af,i)
Ty U — A}a, ~(v)

Mg  MaXy Ty

1
2
3

In Fig. 11, we illustrate the construction of such a cover. 4

5 foreachanff;

6

7

8

9

Observe that the second set in (21) is empty when there

iIS Nnoa € X‘j’% such thatw; < a4+ d < wu;41; in this

case, A} ,(u;) = 0 and, thus A5 ,(u;) = A}(u; — d). This

corresponds tod; 4 having no flexion points in the interval

[ui, wiy1). This case is exemplified in Fig. 11 fars. Fig. 14. AnO(L + K) algorithm for computing the minimum delay for the
Theorem 4: The minimum delayd” guaranteeable to flow slope-translating policy.

f using the discrete admission control algorithm coupled with

the slope translation cover policy is

ﬁndu,— € D,Uj <mz;+a< Ujt1

Zg + min (u; ~ A}’G_I(F(Uj)),u]'+1 —a)
M, < Max, Z,
d « max(mg,m;)

m., the leftmost position ofAj{d, accounts for all slope
d’ = max(mg,m.), (22) translated points oft} being constrained by’ as in Fig. 13.

d’ is the smallest delay (leftmost position) admissible for

where both components, which is the largest (rightmost) of the two
mg, = max {u— A*—l(F(u))} (23) individual positions,d” = max(mg, m.).
ucPh . In Fig. 14, we give an algorithm to compute the minimum
my = max {min(u;, — Af," (F(ui,)), guaranteeable delay’, which is a direct implementation of
A Theorem 4 To evaluate the computational complexity of this
w41 —a)} (24) algorithm, we first observe that the computationaf, in
Ui, SMg+a < Uiy Uiy, Uiyt1 € D. (25) lines 1-3 requires a lookup iy, and X, which can be
done in tandem if both sets are sorted. Thus, the complexity
We provide some intuition behind the above result; thef computing my IS O(K + L), since |Yr| = |D| = L

formal proof can be found in Appendix D. Given B- and |YA* IX,r = K. A similar analysis applies to
discrete availability functiont, the schedulability condition the computatlon ofmé in lines 4-7, where the setg’j;i

F(t) > A3 ,(t) for all t € R* reduces toF(u) > A% 4(u) and D can be looked up in tandem if sorted giving a
for all v e D, since the slope translation covet; , |s by complexity of O(K» + L), since | X§| = K,. Thus, the
construction? discrete. The minimum delay’ guaranteeable total complexity of computingl, is O?K 1 L) This is an
to fis theSIeftmost position ofiq, While its coverd; , is important improvement over th@(K N') complexity of exact
below F*. A%, is defined as the maximum of two componentsddmlssmn control algorithm when the number of flowsis
Afa andA +.¢» Which are both increasing functionsi,, the 5146 (thousands) and the numtenf discretization points is

leftmost posmon ofAy.q, accounts for all points “on” the goai (tens). We compare the performace of the two algorithms
original enveloped? being constrained by, as in Fig. 12. through simulation in Section V.
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IV. ADMISSION CONTROL AT A NONPREEMPTIVE It is easy to see that (2B (26). We further transform (27)
EDF SCHEDULER

N

So far, we have studied admission control procedures for ¢ (t — M) > Z Ai(t —d;), Vt> min (d;)
. . L . c . 1<i<N

EDF schedulers assuming that the scheduling discipline is i=1 -

preemptive or that the packet transmission time is negligible. N Prnas

While preemptive schedulers are usually not of practical ct >y A (t—di - T)’ vt > 0.

applicability, the above assumption is valid for scheduling i=1

ATM cells, since the cell transmission time (on the order of miFhe last inequality is in a form that permits us to extend the

croseconds) is much smaller than practical delay requiremeathmission control algorithms developed for PEDF schedulers

(on the order of miliseconds or greater). to NPEDF schedulers.

In this section, we remove this assumption and develop ad4n order to computel??P, the minimum delay ford? to be
mission control algorithms for nonpreemptive EDF (NPEDF9chedulable at an NPEDF, we first use the algorithm developed
schedulers. This is important in the case that packet tramsthe previous sections to determine a minimum delayand
mission times are nonnegligible, as might be the case for Rena™> " = .+ Pman/ c. Conversely, to reserve resources for
packets. We present a simple correction to the results propo%;g(ilc’ d¥") at an NPEDF scheduler, we use the algorithms for

in previous sections for preemptive EDF (PEDF) that accourﬂ;servmg resources fofA%, d¥” — puax/c) as if the EDF
for nonzero packet transmission times. scheduler were preemptiv;e 4 e

There are two conditions required for a set of envelopes
(Af, di)1<i<n to be schedulable at an NPEDF scheduler with

capacityc [17]. The stability condition V. EVALUATION OF ADMISSION CONTROL

ALGORITHMS THROUGH SIMULATIONS

N We are interested in answering two questions regarding the
[t Z Ai(t) /et <1 efficacy of the discrete admission control algorithms devel-
i=1 oped in Section IlI-B. First, we are interested in empirically

. . o . __assessing the computational gains obtained by the discrete
is identical to the stability CO”d'.t'on of _t_he ?OrreSpondm%dmission control over the exact algorithm. This is done by
PEDF spheduler. The sched_ulabmty condition includes a ter&mparing the running times of an implementation of the exact
accounting for the packet sizes and discrete admission control. Second, we wish to determine
the performance degradation of the discrete admission control.

N . . . . . o
CtZZ At —d) + | max pi |1(di < < dn) This is done by comparing the link blocking probability
=1

1<i<N yielded by the implementations of the exact and discrete
di >t algorithms.
vt =0 (26) We consider a link that forwards ATM traffic according

to the EDF scheduling policy. The traffic characteristics of
whered; < d; < --- < dy are the delay requirements; is  the flows to be serviced at this link are chosen randomly
the maximum packet size of flow and1(F) is defined as  from the set of flow characterizations displayed in Table I.
Each row represents a four-segment characterizdtiorp; )
of a movie trace, where, is the peak rate ang is
the mean rate. These characterizations have been derived as

In [8], we show thatProposition 1no longer holds in the four-segment covers of the empirical envelopes of traces of
context of the schedulability condition (26), i.e., it is possibIMPEG-1 coded movies from [20] and [19]. To account for
to guarantee a delaybut notd, even ifd < d’. Consequently, Possible variations in bandwidths associated with different
(26) cannot be used for admission control in the context of t§@codings (MPEG-1, H.261, H.263, RealVideo, and Vxtreme),
flow setup protocols described in Section I1. In the followingthe (2, o) characterizations from Table | are scaled with a
we propose a sufficient scheduling condition for NPEDF th&andom parametet0”, where 6 is uniformly distributed in
eliminates the above-mentioned problem. [-2,0. _ .

Let us assume that the NPEDF scheduler has an upper bounglow arrivals are generated according to a Poisson process
on the maximum packet Siz@u.x, such thatp; < puax for with parametera and their durations are exponentially dis-
all ¢. This assumption is consistent with all current IP routdfibuted with meani /3. The ratior//3 characterizes the load
architectures. For ATM switches, all flows have the sanfdfered to the link, i.e., the average number of flows that
packet sizep; = pmax = 1 cell. Also, this assumption haswould exist at any time at a link with no capacity limitation.

been used in other studies (see e.g., the study of packetiE&¢h flow has a delay requiremedtwhich is uniformly
genera"zed processor Sharing in [21]) distributed in [50 ms, 3 S]. After a flow is generated with the

Our proposed schedulability condition is above parameters, its EDF schedulability is verified by our
admission control algorithms. We generate 100000 flows in

N each simulation run, and we are interested in the link blocking

ct > Z A (t — di) 4 Pmax, VE2 min (d;). (27) probability, i.e., the ratio between the number of rejected
i=1 - flows and the total number of generated flows. We take the

1UP) = { 1 if predicateP is true

0 otherwise.



566 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 6, NO. 5, OCTOBER 1998

TABLE |
FOUR-SEGMENT CHARACTERIZATION FOR SiXx MPEG-GopeED MovIE TRACES
Movie o] pr| o2 ] p2 | o3 | p3 | o4 | P4
Advertisements 0 | 1600.0 | 800.0 800.0 | 1333.0 600.0 | 1600.0 | 533.0
Jurassic 0 | 4000.0 | 133.3 | 10540 400.0 853.3 | 1066.0 | 761.9
Mtv 0 | 6000.0 | 266.6 | 2356.5 933.3 | 1973.3 | 1866.6 | 1866.6
Silence 0 | 4000.0 | 266.6 666.5 533.0 600.0 | 1133.0 | 500.0
Soccer 0 | 5000.0 | 266.6 | 2500.0 | 1000.0 | 1238.0 | 2133.3 | 1066.6
Terminator 0 | 3400.0 | 1333 787.8 266.6 586.6 800.0 366.6
TABLE I 0.01 T T T T
COMPARISON OF COMPUTATION TIMES (IN 44S) FOR EXACT
AND DiScRETE ADMISSION CONTROL ALGORITHMS :-2_‘ 0.008 *\ B
- a8 N L=5 -o—
Exact Discrete E \,k L=10 = -
T3 77.63 13.39 S 0.006 | Tl L=15 -0 - -
MINIMUM_DELAY | OC3 | 28371 | 14.9 o . T, L=20 ==
OCI2 | 1267.60 | 1479 % Foigrogoog:goog  Bad
T3 129.85 7.03 E? 0.004 4
RESERVE 0C3 490.21 6.71
OC12 | 2357.54 6.96 | . | | . .
T3 84.06 7.30 1 11 12 13 14 15
RELEASE 0C3 335.63 7.27 Spacing factor
OC12 | 1727.95 7.71

Fig. 15. Impact of spacing of discretization points on admission control
performance.

link blocking probability for an admission control algorithm,

as an indication of its performance. In our simulations, v\)gwport/an;cl, thﬁ_ ﬂlscrelie alr?orlthms ha_vel runl t!mesf arftl)und
use the method of independent replications to generate 96%)“.8 call, w 'f Ima es them a practical solution for flow
confidence intervals for the link blocking probability. admission control. . . . :

In the first experiment, we compare the computation For the rest of our simulations, we consider a T3 link (45
performance of discrete admission control algorithms (havi bis).

15 discretization points) with the exact algorithm when both In the foIIOW|_ng, we evaluate_ th_e penalty in link per_for-
. . . . fnance when using discrete admission control coupled with the
operate in the same environment. Both algorithms input t

same series of flows under three scenarios: link capacity %pe translation policy. Recall that the discrete algorithms in

Mb/s (a T3 link) and offered load 120 flows; link capacityseet(;t)lo_n ?;$1t1k§ ??gdiﬁ;(artlzea;logcﬁ)r?ln;zglviisnfr;g?eggg_e
155.52 Mb/s (an OC3 link) and offered load 414 flows o~ _ tWilw =t S by A Jarge spacing

. : . tjon points implies a significant over-reservation for a flow,
link capacity 622.08 Mbls (an OC12 link) and offered Ioadnat would translate in fewer flows being admitted (higher

1658 flows. The offered loads have been chosen to incur . i . . L
the same blocking probability (0.05) in all three scenario%?OCkmg probability). A small spacing between discretization

Gi this | acti bability. th b oints, on the other hand, results in a large number of points
iven this low rejection probabiily, the average num .a(nd, consequently, a higher overhead for the admission control
of flows N reserved at the link at any time is approxi

algorithms. In the following, we address two questions. First,
mately equal to the offered load. We measure the computat

) t the followi lorithms. M Fia. 17 a fixed number of discretization points, what is a good
time of the foflowing algorithms: MNIMUM -DE"AY_( 9. ), policy for choosing the spacing between points? Second, given
RESERVE (Fig. 18) and RLEASE for exact admission con-

. that we have found a good spacing policy, what number of
trol, and MNIMUM _DELAY _SLOPETR (Fig. 14), RESERVE and

. o - . points is sufficient for good link performance, yet small enough
ReELEASE for discrete admission control using slope translatiog, . 4., computational overhead?

The average computation time has been measured with theyne nossibility for spacing of discretization points is equal
GNU code profilergprof on a 266-MHz DECAIlpha system. (linear) spacing

First, observe that the average run times of the exact
algorithms in Table Il increase as a linear function of the Uy — UL = U3 — U =+ = UL~ UL-1-
average number of resgrved rovQé, Wh'_Ch IS consistent opqiher possibility is to have the points geometrically spaced
with the O(K' N) complexity found in Section IlI-A. Second,
observe that the run times of the discrete algorithms are Us—U2 _UsaTUs UL TUL-1 S
independent of the number of reserved floiWs which was U2 —wr Uz T U2 Yr—1 —Uur-2
predicted by theD(K + L) complexity found in Section Ill- where § is a spacing factor. This latter spacing policy is
B. Also, observe that the run times on all “OC12” lines irexpected to result in a smaller over-reservation for a small
the table show a gain of about two orders of magnitude d@istance between discretization points compared to the linear
computation time for the discrete admission control. Mogilicy, due to a smaller space the request falls in. In Fig. 15,
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MHz DECAIpha system. Moreover, we have seen that the

o link performance degradation of the discrete admission control
z Pt { relative to the exact admission control is small, while using
§ 0.01 v Ot = a small number of discretization points (15). Taken together,
a 4i IS ;R” L=5 o ] these results suggest that the algorithms we have studied in
E’ P t= 10 :3_ ] this paper form the basis for a practical and highly efficient
8 0001 ¢ ;B" Lf;g e E solution to the problem of admission control of real-time flows

= Py = 3
@ PR Exact -~ - 1  at EDF schedulers.

az” 1

0.0001 3 L . : '
160 180 200 220 240 260 APPENDIX A
Offered load [number of flows) PROOF OF THEOREM 2

Fig. 16. Impact of number of discretization points on admission control By Theorem 1l a delayd € IR can be guaranteed td}
performance. iff (2), i.e.,

A *
we plot the results of our simulations for spacing factors G(t) = F(t) - Ap(t—d) 20, V20

S = 1,1.1,---,1.5, where a value of 1 corresponds tq,

linear spacing. All of the half-widths of the 90% confidenCﬁnear and continuous( has the same properties. Since a
intervals are within 5% of the point value. The graph “Exacgegment is above O if its ends are above O, it follows that
corresponds to the exact admission control algorithm, whi e schedulability condition (2) is equivalent to

forms the base case for our comparison. First, we note that wit
less than ten points, the blocking probability is unacceptably G(u) >0, Yue Xg. (28)
high compared to the base case. If 15 or more discretization
points are used, then the linear spacing policy providesBY observing thatX¢ = Xp U (X4, +d), (2) is further
link performance close to that given by the geometric spaciggluivalent to
policy, regardless of spacing factor. For this scenario, linear
spacing is the solution of choice due to its simplicity and near
optimal performance. G(u)
_In Fig. ;6' we p_lot the results pf S|mulat|_on expenment_?o proveTheorem 2it is sufficient to prove that (29) and (30)
with algorithms using linear spacing and different humbers ;
of discretization points as a function of offered load. All of '€ equivalent to
the half-widths of the 90% confidence intervals are within 5% d>u— A}_I(F(u)), Vu e Xp (31)
of the point value. We observe that the blocking probability IR
achieved by the discrete algorithm with 15 points is, indeed, dzv—a, Vo€l (Aa)), VaeXy. (32)
quite close to the one achieved by the exact algorithm. First, we observe that (29 (30), sinceA? is invertible on
[0,00) (because it is strictly increasing and, thus, bijective),
VI.  CONCLUSION and sinceF'(u) € [0,00) VYu € IR (we assumed the set of
In this paper, we have proposed practical solutions to tflews to be schedulable).
problem of admission control for real-time flows with delay We prove the rest of the equivalence in two parts.
guarantees at an EDF scheduler, as a part of end-to-end flol29), (30) = (32): We know that (29), (30> G(t) >
admission control in IP and ATM networks. We applied th8,Vt € IR, so it is sufficient to showG(t) > 0,Vt € R
admission control conditions put forward by [17] to flowsmplies (32). We prove this by contradiction. Assume that there
characterized by multiple-segment envelopes. We developgéd: € X.: andv € F~*(A%(a)) such thatd < v — a. Then,
a first set of algorithms having a computation complexity of — d > a and, thus,
O(K Nlog(KN)), whereN is the number of flows admitted v v
in(the EDF( scht)a)duler at the time of algorithm invocation and Aj(v—d) > Aj(a) = F(v)
K is .the number of segments per enyelope. A second' setMich contradicts the stateme6(t) > 0 V¢ € R.
algorithms placgs the horlzor_1tal position of concave po_lnts_of(32) — (30): We prove this by contradiction. Assume that
floyv envelopes |nt(_J a predefined s_et of values ((_JI|scret|zat|_9rt|"|3re existsu € X4. + d such thatG(x) < 0. Then,
pplnts),thus reducing the compqtatlonal complexity of "fldm'ﬁiere existsa € X4 such thatG(a + d) < 0, which is
sion control toO(K + L), whereL is the number of predefined Fla+d) < A%(a). But, lim F(t) = oo (otherwise
discretization points. A set of simulation experiments showqd jag _{) ) t d i t_’toﬁ’ tabilit diti 1
that the improvement in execution time achieved by t g oo () = Y, contradicting the stability condition (1)).
discrete admission control is, indeed, significant (two orde Ince |s*cont|nuous, .thelre ?X'Stse (@ +d, 00) such that
of magnitude faster for the examples we consider) and thagv) - Af(a)’ or, equivalently,
the algorithm’s execution time is independent of the number 3 we FY(A%(a)) such that a +d < v
of flows admitted. The computation time of our admission
control algorithm has been around 18 per flow on a 266- which contradicts (32).

herel is defined in (7). Given that’ and A% are piecewise

Vu € Xp (29)

>0,
20, Vue X +d (30)



568

APPENDIX B
PROOF OF THEOREM 3

We prove thatl computed inTheorem 3s equal to the one
computed in (10)—(12). Since

Va, FQ (A3(a) € F~H(Aj(a)

(uaJ:uaz)
we have thain, > m.. It suffices to show that, ifn, > m.,
thenm, = m., wherem, is defined in (12).
First, we show that the sek - ! )(A*(a)) is either
1sUag

empty or has one element. We have

Uq,2 > My + @ by (14)
> a+ g2 — A (F(uqp)) by (16).
It follows that A*_ (F(uq,2)) > @, and, thus,

Fugz2) > Aj(a) smce A% is strictly increasing. Since
Fis continuous and concave g 1, ug 2) (there is no
convex point off” betweenu, ; andu, o by definition ofwu, ;

andu, 2), we have that exactly one of the following holds:

it Fua,1) > Aj(a) thenF;2 | (A%(a)) =0
it Fua,1) < Aj(a) then F;E | (A3(a))

has one eIement.

Let us define

Yo = mafol(A?(a)) —a (33)
=T 1o,y (Ap(@)) —a (34)

It is then sufficient to prove that, for anye X%, if y, > m,

theny, = z,. Let us assume, > m,. By the def|n|t|on of
Uq,1 it follows that

Yo + 0 > Uq,1- (35)

We have

F(u) > A%a) Yu€ X¥u> uqs (36)

because
U—a>ug2—a by(36)
by (14)

H(F(w)

and, thus, A%~ (F(uv)) > a, or F(u) > A%(a) since A%
is strictly increasing. It follows that'(t) > A%(a) Vvt >
Ug2, SINCE [ug2,00) can be partitioned into intervals
[ui,ui+1),[u7¢+1,u7¢+2),---, fOI’/’L;SUCh thatui Ug,2,
and wu;,u;4; consecutive inXc<. Then, for anyt &
(u;,u;41), " is concave and continuous irfu;,u;+1),
and, thus, F'(t) > min(#(u1), F(uz)) > Aj(a). From
F(t) > Aj(a) Vt = uap, We have thatr,” | ) (A%(a))
is an empty set, and, thus,

> My

>u— A by (16)

(37)

From (35) and (37), it follows thay, € F~'(4A%(a)) —
a. Then, F~*(A%(a)) has one element and, since ¢
F1(A%(a)) — a, it follows that y, = z,.

Ya +a< U/a,2-
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MINIMUM_DELAY (Input: Xff;, YA;, Prms XF: Yr, X,
Yg®, B;
Output: d)
for each W; € Y£©
and each by € Ya,
€W, € [hgk, hyper)
then z; + u; — A}_l(Wl)
My ¢ Max Iy
for each u; € X’
andeachasr € X ff;
ifu <mg +asr < Ui+ and W; < hf,k < Wis
then find v; € Xp N {uy, wi1)
such that V; < hpx < Viy1, where V; € Y
10 z ¢ Fot (k) —age
11 m,; + maxzg
12 d « max(mg,m;)

1
2
3
4
5
6
7
8
9

Fig. 17. An O(KN) algorithm for computing the minimum delay for a
multisegment envelope.

APPENDIX C
AN ADMISSION CONTROL ALGORITHM BASED ON THEOREM 3

In Fig. 17, we present an algorithm to compute the mini-
mum guaranteeable delay, based Tdreorem 3 We use the
notationh; = A}(afjk),Wl = F(w), for vy € X§",V,
F(v,), forv, € Xp, andB = c — 2, pin..

We assume that any flow envelope Hasc'”
O(K1) convex points,| X% | = O(K,) concave
points, and|X 4~ |YA§ = O(.f() total points. Since
X¢ = U X§ and X = U; X, we havel X§7| = V| =
O(K,N) and | X¢’| = |Y£'| = O(K,N). To computern,,, a
lookup in bothY2” andY4- is needed. Observe that, if we
assumeYAj is sorted in increasing order, then

Cl/

vYve RY there is a uniqué;, € Y,

such thats € [hjx, hjag1)

If, in addition, Y2” is also sorted, the lookups in steps 1 and
2 and the test in step 3 can be done in tandem, with two
pointers that advance iXz* and YA;, one at a time, without
ever returning. It follows that the complexity for computing
mg is O(|YE"| +|Ya:|) = O(K1 N + K). To computem., a
search inX¢” ande;i is needed. Observe that, Af7* sorted

in increasing order, !

\v’aﬁk S XXS

there exists a unique; € X%’
such thatuy s, € [ug, uiy1).

If, in addition, Xffﬁ is also sorted, the lookups in steps 6 and 7
and the test in step 8 can be done in tandem, with two pointers
that advance inXg’ and X?{E one at a time, without ever
returning, giving a complexny 0O(KoN+ K5) = O(KN).
Line 9 requires a search iXr between consecutive convex
points u; and w41, i.e., a search among the concave points
of F' in that interval. Since, in the loop 6-10, there is one
lookup over all convex points of), it follows that there is a
total of one lookup over all concave points bfin the same
loop, giving an aggregate complexity 6f(/; N). The total
complexity of the algorithm is the®@(K N + K + K, N +
K1N) = O(KN). We observe here that this is also a lower
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RESERVE (Input: d, X a3, pf.ny, X£, Yr, X, YE°, B Proof of (39): From (23) and the definition ofl; 4, (17) it
Output: Xg, Yp, X§¥, Y£°) is sufficient to prove
for eachv; € Xp w—1
find ayx € Xa; suchthat; —d € [agk, agerr) dzu— A7 (F(u) & Afa(u) < F(u), Yu € D.
W« W — A}[a;,k,a;,ull(w —d)

for cach azx € Xa; This follows from

1

2

3

4

5 find v; € X suchthatd + a5 € v, vi41) AL " .

e w)>u—do Flu) > A(u—d) = Arg(u
6 Wpa o Fiy @+ 07) - Ajlazs) g Ew) 2 (W) 2 43(u=d) = 47.a(u)
7 Yﬁz — {W”’uz S Xﬁ‘v} U {W_f'klaf,k € X/c‘?}, sort Yl,cwz

8 Yp « {W/}U{Wyi};sort Yr

9 X+ Xgp'u (Xff; +d); sort X&¥

since A%} is increasing and bijective and from (17).
Proof of (40): Givend > m,, it is sufficient to prove

10 X5 - Xp U(X4; +d);sort Xp d>m. @A}:d(u) < Flu), YueD
Fig. 18. AnO(K N log(K N)) algorithm for resource reservation for flow such thatdT ,(u) > 0.
g Based on (24) and (21), it is sufficient to show that
bound on the algorithm’s complexity, since #lls segments d > min(u;, — A5 H(F(ui,)), ti, 41 — a)
have to be considered in computing and the number of & A} (u; —d) < Fluy), Vae X‘?“;}, (41)

segments inF" is O(K N). We conclude that the computation
of d cannot be further simplified.
To complete the admission control algorithm at EDF schegdet us consider an arbitrary ¢ X5, We are giverd > m,

ulers, we show how the set¥p,Yp, X3, and Yi" are so44 ¢ > m, + a, and, from (25) and (42), it follows that
updated when a flow is admitted (reservation), and a flow. < ,,. |t follows that we have two cases, = u;, and

is terminated (release). The reservation algorithm in Fig. 5 > u;,, which are considered separately in the following.

where u; < a+ d< Ujt1- (42)

updates the availability functiorf'(t) « F'(¢) — A%(t — d), Caseu; = u;,: We have to prove

after a flow is admitted. Specifically, a new value Bfis

computed at each existing flexion point &f (lines 1-3). d > min(u; — A% HF(4))), w1 — a) (43)
Next, all flexion points ofA} become new flexion points @)A*,a(%’ —d) < F(uy). (44)

for F, and the value ofF at these points is computed
(lines 4-6). Finally (lines 7-10), the sep, Y, X5*, and From (42), we*ﬁ?ved < w1 — a. It follows that (43)
Y, containing the new values, are sorted, as required by @ = uj — A7, (F(u;)). But, the latter is equivalent to
the MINIMUM _DELAY algorithm. To determine the complexity(44), sinceA? , is increasing.
of this RESERVE algorithm, we observe that loops 1-3 and Caseu; > u;,: We have to prove
4-6 can be.perfo’r.med IV(KN) tl_me if Xp and X4, are d> min(u;, — A}ZI(F(W@)%%IH —a) (45)
sorted. SortingX ¢ and Y£* requires O(KoN log(K2N)), A (s —d <F ' 46
and sortingX » and Y} requiresO(K N log(K N)). It follows & Apalu; — d) < Flu;). (46)
that the total complexity of RSERVEis O(K N'log(K'N)). A From the hypothesis of this case, > w;, 1. Also, from (42),
complementary but similar algorithm updates the same S@fs< ¢ + d < u,,,, we haveu;, 1, < a + d, and, thus, (45)
upon a flow termination, by changing all values Bfin its s true. Thus, to prove (45} (46), it is sufficient to prove
flexion points according td"(t) «— I'(t) + A}(t — d), where  that (46) is true for anyl,d > w,,+1 — a. Given thatA* is
F(uy) 2 Aj(uj —mg) by my > uj — A}_I(F(uj)), (23)
APPENDIX D *
> ; — T
PROOF OF THEOREM 4 2 Ap (i, 41 = ma) by Uy 2 ti, 1
> A%(a) by my +a <ui,41,(25)
=Aj,(a) by (19)
d>d & A} ,(t) < F(), VtelR (38) > A% (uj —d) byw; < a+dby (42)

We need to prove
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