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Random Algorithms for Scheduling Multicast Traffic
In WDM Broadcast-and-Select Networks

Eytan Modiano,Member, |IEEE

Abstract—We develop and analyze simple algorithms for

scheduling multicast traffic in wavelength division multiplexing iUB

(WDM) broadcast-and-select networks with N nodes, W N\ or
wavelengths, ar1d a single receiver per node that can be tuned SCHEDULER/ |, ¥ ek 30

to any of the W wavelengths. Each message is addressed %o CONTROLLER [Y | oT
randomly chosen nodes. Since optimal message scheduling in ORI A0

a WDM network is known to be very difficult, we study two \
simple scheduling schemes: in the first, a message is continuously . i

retransmitted until it is received by all of its intended recipients; _ _
and in the second, a random delay is introduced between Fig. 1. A WDM-based LAN using a broadcast star and a scheduler.
retransmissions of the same message. We develop a throughput

analysis for both schemes using methods from discrete-time . L
queueing systems and show that the algorithm with random order to receive a transmission on one of the channels, nodes

delays between retransmissions results in higher throughput. must tune their receiver to the appropriate wavelength. If
We also consider a number of receiver algorithms for selecting each node has only a single receiver, a transmission on one
a_mong_multiple simultane_ous transmissions an_d show, through -pannel may not be received by nodes that are tuned to
simulation, that an algorithm where the receiver selects the .
message with the least number of intended recipients performs receive _a message on anothgr wavelength. In_ thg absenC(_a of a
better than a random selection algorithm. Finally, we show Scheduling algorithm to coordinate the transmissions, multiple
that channel utilization can be significantly increased with simultaneous transmissions to the same receiver are possible,
multiple receivers/node. resulting in a reduction in the system throughput. This problem
Index Terms—Broadcast star topology, lightwave networks, lo- 1S similar to that of scheduling traffic in an input queued
cal lightwave networks, multicast/broadcast algorithms, multicast switch, for which it was shown in [13], [17] that for unicast
scheduling algorithms, multicast switching, wavelength division traffic, under uniform traffic conditions, the throughput of an
multiplexing. N x N switch is limited to 58%.
This paper is motivated by the design of a very high-
I. INTRODUCTION speed WDM LAN extension to a wideband all-optical WDM

HIS paper examines the problem of scheduling multEetwork [3]. This LAN will consist of about 100 nodes

T ; e ; ._connected in a broadcast star topology using 32 wavelengths
cast transmissions in wavelength division multiplexin pology g 9

(WDM) local area networks. Recently, multicasting has r(gchannels). Each channel will operate at a transmission rate of

) O > 4l 1 . Each illh f I i
ceived a great deal of attention in the context of hlghéfjlrbOUt 0 Gbrs. Each node will have one fast tunable transmitter

. .2 and one fast tunable receiver. A node that wishes to send a
layer protocols for wide area networks [1}-{2]. InCreas'ng%essage chooses a channel on which to transmit and notifies

applications and protocols come to depend on the underly@% intended receivers of that channel so that they can tune to

networks for providing a multicast capability. The EMETGENGE e network will use a MAC protocol that allows the nodes

O:O\E)VIEM irl;'?rll\ilstgr?\r/]irr]gxﬁgn[t‘qlngglr?jzrr:‘z? J\?Dt&eLﬁﬁ!gigst';gto efficiently share the WDM channels. There are a number of
pr ) . : 9aing ch protocols that can achieve high utilization [4]-[7].
widespread use they must support a multicasting capability. The proposed system is based on the protocol in [4], which

Most LAN'’s use a broadcast medium which makes multj- . o
) . - o . ses a simple master/slave scheduler, as shown in Fig. 1, that
casting simple and efficient. Every transmission is received b

all of the nodes in the network. In WDM broadcast LAN’s'yable to schedule transmissions efficiently and overcome the

R effects of propagation delays and transceiver tuning delays.
such as a broadcast star, the problem is significantly mq : X

) . . nodes send their requests to the scheduler on a dedicated
complicated. In WDM networks, the fiber supports multiple

channels, each corresponding to a different wavelength ci%ntrol wavelengthAc. The scheduler, located at the star,
' P 9 9 Sthedules the requests and informs the nodes on a separate

wavelength\¢ of their turn to transmit. Upon receiving their
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of transmissions. Furthermore, by measuring the amount a§orithm where the receiver selects the message with the least
time that nodes take to respond to the assignments, thenber of intended recipients performs better than a random
scheduler is able to obtain an estimate of each node’s rouséiection algorithm. Finally, we study the impact of having
trip delay to the hub. This estimate is used by the schedulemuiltiple receivers/node and show that channel utilization can
overcome the effects of propagation delays. While the detalle significantly improved by having multiple receivers/node.
of the system are beyond the scope of this paper (e.g., thence, the results of this paper have both practical value for
control channel access protocol, the scheduling of unicdke implementation of simple multicast scheduling algorithms
traffic, and the measurement of propagation delays), here (MSA’s) in very high-speed WDM LAN’s, and theoretical
focus on the problem of scheduling multicast transmissiomalue for providing insight into the performance of multicast
over this system. switching systems.

There are a number of previous works that address theWe assume first-come-first-serve (FCFS) scheduling of traf-
multicast problem in a similar context [8]-[12]. In [9], afic at the different nodes and a random selection policy for
reservation-based protocol that schedules multicasts to avoliwosing which nodes transmit. We assume a slotted system,
any receiver conflicts is described. Since the protocol of [9there the size of a slot is equal to the amount of time
requires all of the intended receivers to be available befordhat it takes to transmit a message. This time also includes
message can be transmitted, it results in low receiver utilizatitre transceiver tuning delays. When tuning delays are small
(e.g., receivers spending much of their time without being abtempared to message transmit times, these tuning delays are
to receive anything). This is a problem, in particular, when trenly a fraction of a slot time. The system proposed here
size of the multicast group is large and many receivers mugill use very fast transceivers that can tune in just a few
be free at once. If receivers were not forced to wait for organoseconds. Such transceivers are becoming commercially
another to become available, much higher utilization can lbwailable and will be used to build the system proposed in
achieved. This is especially true when the system is heavi§j. The network consists oV nodes andW wavelengths,
loaded (e.g., large multicast group) and all receivers haged each message is addressed (multicagt)reeeivers (i.e.,
some message which they can be receiving. Consequendgstination set siz¢ is fixed) randomly chosen from thd’
in [10], an alternative reservations protocol is described thaedes. During each sloty of the N nodes are chosen to
schedules multicasts to take place in multiple transmissiotggnsmit, and each receiver tunes to one of the wavelength
thereby reducing the amount of time that available receiveiat has a message addressed to it. Naturally, only those nodes
have to wait before receiving the message. Finally, in [11],that actually have a message to send are chosen to transmit.
scheduling algorithm is described for performing multicasts iMessages are transmitted repeatedly until they are received by
an N x N switch. Since this problem is similar in nature to thell of their intended receivers.
one we consider here, this algorithm may also be applicableNotice, that in the presence of a scheduler, all decisions
to WDM broadcast LAN's. regarding which nodes transmit and which transmissions nodes

While the above algorithms attempt to increase systeghoose to receive can be made by the scheduler. Hence, the
utilization through the design of an efficient scheduler, thescheduler will always know the state of the system instan-
require the implementation of sophisticated scheduling alg@neously (e.g., which messages need to be retransmitted to
rithms. In a network operating at 10 Gb/s per WDM channelhich nodes, etc.), and will be able to schedule retransmissions
millions of such schedules may have to be generated evéfymediately. Hence, no additional protocol overhead and
second. This enormous throughput requirement significangiglays are needed in order to coordinate retransmissions of
limits the sophistication of the scheduling algorithm that ca® messageé.
be employed. We are therefore driven to consider simplerFor the purpose of analyzing throughput, we assume that
algorithms based on random scheduling. Aspects of rand®hg system is constantly backlogged. That is, all of the nodes
scheduling of multicast traffic have been considered in the paétvays have a message to transmit. In this context, the
in the context of anV x N switch. In [12], an approximate System throughput can be expressed as the average number
analysis is given for a random packet selection policy in &@f multicast message transmissions completed per slot per
N x N switch, with mixed input traffic, under the assumptionvavelength (channel). When the system is backlogged, it is
that all copies of a packet have to be transmitted during tHe inverse of the average number of transmissions required
same slot. per successful multicast. A lower bound on this number can

In this paper, we examine the performance of randolk® easily obtained by observing that, even with an optimal
multicast transmissions in a WDM network. We compare twecheduling algorithm, during every slot each node can at most
random scheduling schemes; in one, a message is continuof@geive one message transmission.
retransmitted until it is received by all of its intended recipi- The system consists d¥" channels, simultaneously trans-
ents, and in the other, a random delay is introduced betwe®itting multicast messages each intended forandomly
retransmissions of the same message. This random delaghigsen nodes. Since there are N nodes, on average, each node
introduced in order to alleviate the effects of head-of-linBaskW/N transmissions intended for it. Since each node can
(HOL) blocking. We show that the algorithm with randonPnly receive one transmission at a tifiethe average number
delays between retransmission results in higher throughput.

We also study a number of receiver algorithms for SeIeCtinglof course, the system will always incur the overhead of transmitting the
among multiple simultaneous transmissions and show that seheduling assignments over the dedicated control channel.
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of transmissions required per message, is lower bounded lhyew message is chosen, at random, from among the free nodes
(not otherwise busy with a previous multicast transmission).
T> max <ﬂ7 1)_ (1) [If during themth time slot,C;,, multicast transmissions were
N completed, then up t@,, new transmissions can begin in the

Therefore, regardless of whether or not a scheduling égp—i— 1)th slot. Those transmissions will be chosen at random

gorithm is used, or which algorithm is used, the syste Pm amongst the free nodes.

throughput, expressed in terms of completed multicasts translln order to an?:]yi(at;he acth|ev§1ble thrtou?lhpbut CI)<fI this zro_lt_cr)]- t
missions per slot per wavelength, cannot excegd. It is col, we assume that the system IS constantly backlogged. 1ha

interesting to note that wheki¥’ is less thanV, the system is, as soon as the transmission of one message is completed, a

is channel limited; that is, there are not enough channels W mess_agg |st_|mr(rjle;d|ately§va|lal_ale for ':]ransmlstélﬁa((:jh
keep all of the receivers busy. In the channel-limited cas essage IS destined 1o exacthyreceivers chosen at random

receivers can never be fully utilized. WhéiW is greater fom the N nodes (i.e., destination set sizd:Js Hence, each

than IV, the system is receiver limited; that is, the numbe?aCket has a probability/ V' of being addressed to any given
of receivers is too small to keep all of the channels bu de. When a node has more than one packet addressed to

with new transmissions. In the receiver-limited case, channé '_t [?USt (lz(h(t)ose o(r;ly or?e I(zjf thhem to trece|ve_. Th_e cr:j%lce Ofd
can never be fully utilized because messages will have "¢ pfzc te_l"?‘ né) et_s OIS/ HC oose fo ricei\r/]e IS a ret_sse
be transmitted multiple times, and the lower bound givé more detail in Section 1V. Here, we make the assumption

the average number of required transmissions when recei t the recever selects the packet based on the time it was
are fully utilized. The throughput efficiency of a multicas irst transmitted in a FCFS order. If two or more packets were
irst transmitted in the same slot, then the receiver chooses

algorithm can therefore be defined as the ratio of the low: P tth t rand . tce. thi d lect ¢
bound from (1) to the average number of transmissions that rongst them at random (in practice, this random selection 0
ich message to receive can be made by the scheduler which

algorithm requires per successful multicast. When the syst . .
9 d b y informs the nodes of the decision). Here, we use this FCFS

is channel limited (lower boungt 1), this simply measures the%raiering mainly because it simplifies the analysis. However
throughput of the channels (the average number of comple . . . . i '
ughpu ( verage nu P Section IV we will show, through simulation, that FCFS

multicast transmissions per slot/wavelength). However, wh&h

the system is receiver limited this measure compares tﬂredering results in shorter delays and increased throughput
yer a random selection policy.

channel throughput to the maximum achievable throughp?l h vsis that foll th f tralized
and, in fact, measures the receiver utilization. We believe thath € analysis [hat Tollows assumes the use of a centralize
eduler, as shown in Fig. 1. This scheduler can, in effect,

this measure gives a better indication of the efficiency of ¥ ke all t - d tion decisi d inf
scheduling algorithm. make all transmission and reception decisions and inform

In this paper, we consider simple MSA’s and comparlge appropriate nodes when to transmit and which message

their performance to this lower bound. We start, in Section Ili? receive. As a result, the scheduler has instant feedback
by considering a protocol where a message is repeate afd'”g. . st_ate B the sy;tem qnd can sch_edule retrans-
transmitted until it is received by all of its intended recipient@ ssions immediately, V.V'thpm Ineurring any addmonal delays
This protocol leads to a form of HOL blocking, where r overheads for coordination of retransmissions.

’ . . Z
message waiting on a busy receiver blocks the channel fromcCnSider tggmth tl(rjn? sloéhar:d”:e(gm dbe ftrlﬁ nutrr:ll?i_er of
being used by other messages that are addressed to unocc %%sgges 3 resse t'o n I&i zen 0 | enih ime
receivers. To remedy this problem, in Section Ill, we consid ot mce_t lfm”ng ant);] |tme slot, hodecan only Teceive one
a protocol which retransmits a message only after Waitingr%essage, ! O‘OWS a ‘ ‘
random amount of time to allow busy receivers to become Q,, =max(0,Q;, , + A, — 1) (2)

unoccupied. We show that this protocol offersathroughputim—h A s th b ¢ - t th
provement over the one in Section Il. In Section IV, we shoW €€ #Am IS the numbEr of new messages arnving at the

that an additional throughput improvement can be achievgﬁm of themth time slot and destined to node’ A new

if receivers intelligently select the transmission to which the essage arrives at th? beginning of a time slot only when the
listen and finally, in Section V, we study the impact of havin ansmission of a previous message has been completed at the
multiple receive;s/node ' nd of the previous slot, and that new message is destined to

node¢ with probability k/N. Hence, if we letC,, ; denote

the number of completed multicast transmissions during the
[I. RANDOM SELECTION WITH PERSISTENTRETRANSMISSION (m — 1)th time slot, thenC,,,_; also denotes the number of

With this protocol, whenever a channel becomes availabgwly arrived messages at the beginning of ikt time slot.
a message is chosen for transmission, at random, from am®@yV 4;, has the binomial distribution
the available nodes that have a new message to send. The ‘ C B G o\ Cm-1—l
message is repeatedly transmitted until it has been received Pr[4;, =] = < "l’l>< ) < ) (3)
by all of its intended recipients (all members of the multicast
group). In this protocol, no new transmission can begin on &Here we are not concerned with the channel assignment problem and
channel until the previous one is completed. Hence, a messAgreme that a protocol, such as the one described in [4], is used that can

. X e ! cpordinate the transmissions so that the channels are fully utilized.

pcc;uples the Cha_nnel continuously until it is received bY all o 3We assume that packets arriving at the start of a slot can be transmitted
its intended recipients. When the channel becomes availabl@ugng that slot.

N

N
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and A, the average number of new arrivals at a node (pardependent M/D/1 queues. Hence, we wish to compute the
slot) is equal toCk/N, where C is the average number ofaverage value of the maximum queue sizekahdependent
completed multicast transmissions per slot. It can be showhiD/1 queues.

[13] that, for finite values of, asW and N (the number of  Let Quax = max(gy,---gx). Then

channels and nodes) approach infinit,, becomes Poisson

of rate A. Also, noticing that (2) is the same as that of an Pr(Quax <) =Pr(en <DPr(g <) Pr(a < 1)

M/D/1 queue [14], we can expresy, the average number of =Pr(q <) (5)
messages destined to a receiver, according to the well-known

M/D/1 formula [14] and

@ . Z + (Z)Q Pl‘ (Qmax = l) = Pl‘ (Qmax S l) - Pl‘ (Qmax S l - 1)
T 21-4A) =Pr(g <D*—Pr(q <I-1)*.  (6)
Now we turn our attention to the computation 6f the Thus

average number of completed multicast transmissions per slot. l=c0
We arrive at this number by first computing the average num- ¢ — Z I X Pr(Quax =1)
ber of transmissions (slots) required per successful multicast =1
message. For a multicast message to be successful, it must be =00
received by alll: nodes for which it was intended. Consider Q... = > Ix[Pr(g <D)¥ —Pr(p <I-1". (7)
a message destined to nodes,---,n; and suppose that =1
when the message arrives it findg, - - -, IV, other messages —
waiting to be transmitted to nodes, - - -, n, respectively. L;Stly’ Rmax. (th_e alveragelrj[urphber ofbmtt)a_?tsa?hest?; tf;)e h-ea;j
These values represent the number of messages waitingo% € q.ueuez IS S|mt§/pyequa 0 the probability that the busies
be received by nodes;,---,n;. They can be viewed as queue 1S not empty.

implicit output queues at these nodes. Of course, actual out u§|nce the busiest queue is empty only if all of the queues
gueues do not exist at the nodes, but these “implicit” queu%"se empty, we have

can be used for the analysis. Because of the FCFS receiver Ruax =1— (1 —A)F (8)
service discipline, the transmission of the message will not

be completed until it is received by the node with the largegnd

gueue. B - (1— A =00
Let N; = ¢; + r;, where ¢, = the number of messages7 = 1 + ——~~ "~ Z Ix[Pr(q < l)’“
waiting in the queue, and; is the number of messages at 2 =1
the transmitter(»; is the equivalent of the residual time for —Pr(g <1—1. (9)
the message at the head of the queue in an unslotted system).
That is,r; = 1if N; > 0 and 0 otherwise. If we now &V ... Notice that in order for the system to be stable, the queues

be the number of messages waiting at the node with the busisthe receivers [governed by (2)] must be finite. Since (2)
queue (waiting in queue and at the transmitter), andplgt,, represents an M/D/1 queue, the arrival rdtenust be less than
be the number of messages waiting at the busiest queue, thelf A is greater than 1, thefi will be infinite and throughput
Niax = Qmax + Ruax aNd Riax = Nimax — Qmax. Notice  Will be zero. Hence, in obtaining the maximum throughput, by
that the average value dt,... is also equal to the averagedefinition, we are assured thatwill be less than 1. So far, we
number of new arrivals to the busiest node at the beginnihgve expressefi in terms of the probability distribution of the
of the slot. Due to the nature of the slotted system where aimber of messages in a single M/D/1 queue. This distribution
new messages arrive at once as a batch, on average, a mesigde obtained by solving the corresponding Markov chain
has to wait only for half of the new arrivals because only hajt4]. While we do not know of closed-form results for this
of the new arrivals will be placed ahead of it in the queudlistribution, numerical evaluation is rather straightforward.
That is, if there are new arrivals to the queue during a sldjnce the transmission takes place oMérchannels in parallel
on average, only half of those new arrivals will be place@f = W/T'. Finally, we obtain an expression fot
ahead of the given message in the queue and half would be B w L
placed behind it. Hence, iR, IS the average number of = <:>< )
new arrivals to the queue during a slot any message arriving r
will have to wait for only half of R,,... Accounting for the  Notice again that the above expression is only exact when
additional transmission time of one slot the average wait i and N are infinite. For finite values o’ and N,
the largest queue would then be this analysis is only approximate, but, as will be shown
R shortly, it performs very well when compared to simulations.
i (4) Equation (10) gives the arrival rate of new messages to each
B 2 of the independent M/D/1 queues representing the number of
In order to computel’, we must first compute the average

value 'Of_ Qmax = maX(Qla o Qk) It can be shown that can still be empty if none of the transmissions on thewavelengths are
for & finite, as N approaches infinityg; - - - ¢ behave as: intended for it.

N (10)

T = 1 +§nlax +

4Notice that while the system is constantly backlogged, an output queue
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1 TABLE |
Fy 0.95 COMPARISON OF THEEXACT ANALYSIS (INFINITE NODES) TO SIMULATION
S 0.9 wWITH FINITE NUMBER OF NODES AND WAVELENGTHS
‘s .
£ 0.85 Exact Simulation | Simulation
© 08 K W=N=Intinit {W=N=32 | W=N=100
= 0.75
a y
g 07 W=N=Infinity
2 0.65 1 0.586 0.593 0.588
£ 06 2 0.700 0.704 0.702
£ 0.55
0.5 3 0.750 0.756 0.752
0 5 10 15 20 25 30 35 40 4 0.784 0.789 0.786
Multicast size (K) 5 0.808 0.813 0.810
Fig. 2. Throughput efficiency versus multicast group size. 6 0.826 0.831 0.828
7 0.841 0.846 0.843
messages waiting to be received by a given node. This equation 8 0.853 0.857 0.854
is expressed in terms @, which is given by (9). However, 9 0.863 0.867 0.864
(9) is expressed in terms of the statistics of an M/D/1 queue 10 0.871 0.875 0.872
with arrival rate A. Hence, the two equations must be solved
together in order to obtain the values#fand?’. This can be
done using an iterative algorithm similar to the one describe = 1 ¢
in [15], [16]. 0.9
In Fig. 2, we plot the throughput efficiency verskisvhen 0.8 3
W = N =Infinity. Notice that in this case, the throughput o.7
efficiency is simply equal tad = &/7. This is the special Eo,s
case where the number of channels is equal to the number.g 0.5 s
nodes. This case has received much attention in the literatLs ¢ 4 N=>|n'ﬁnity
because it also applies to @ x N switch. As can be seen “ ;5
from the figure, witht = 1, the maximum throughput of 4,
0.586 can be achieved. This is the well-known result of [13] ;4
It is interesting to note, however, that as we increhs¢he o
throughput increases. This increase in channel utilization is di 0 0.2 0.4 0.6 0.8 1
to an increase load on the receivers. /ABicreases, receivers W/N

become heavily utilized, but at the same time the probabilit . -

of receiver conflicts is increased. However, the significance of" 8. Throughput efficiency versug’/A.

this result is that with largé there is very little to be gained

by trying to efficiently schedule multicast traffic. This is efficiency versusW/N for & = 5. Here, we define the

surprising result that leads us to think that random schedulifjoughput efficiency as the ratio of the lower bound of (1)

of multicast traffic can achieve good throughput efficiency. 0 7’ the average number of transmissions per successful
The results shown in Fig. 2 are obtained by solving (9) afgulticast. What we see from Fig. 3 is that when the number

(10), which are only exact for infinite values & and W. Of channels is very small the efficiency approaches 1. This is

With finite N and W, the analysis leading to (9) and (10) jecause v_vhen thg number of channgls is small, the likelihood

approximate for two reasons: first, with finite, the arrivals ©f @ receiver collision (contention) is low, and hence, the

at the different “implicit’ output queues would no longer b§ﬁ|0|ency is high. In contrast, when the number of channels

Poisson; and second, with finif¥, the output queues would IS Very high, we see that the throughput approaches the

not be independent. We rely on both of these assumptionsV@ue of 0.808, which is the throughput with = 5 and

arrive at our results. However, it is interesting to note that thf = W =Infinity (see Fig. 2 or Table I). _

analysis provides a rather accurate approximation for finite W& should point out, however, that this apparent improve-

values of N and W. In Table |, we compare the exact resulténer,‘t in efficiency is somewhat_ artificial b(.ecausellt is du_e tq

for W = N =Infinity with those arrived at via simulation for 2" increased load on the receivers. The interesting region is

finite values of N andW. As can be seen from the table, withwvhen the receivers are neither lightly nor heavily loaded. It
W = N = 100, the exact results (fo" = N = infinity) are is interesting to note that the efficiency is minimized when
’ = 0.2. This represents a receiver load of 1 packet per

well within 1% of the simulation results. Hence, it appears thg{//N 0%)
0).

the exact results for a system with an infinite number of nod8®t Per receiver (or 10
and channels provide a rather good approximation for a system
with a finite (even small) number of nodes and wavelengths!!l: RANDOM SELECTION WITH BACKOFF RETRANSMISSION

In Fig. 3, we consider what may be a more relevant caseThe throughput of the persistent retransmission protocol
for a WDM network. In this figure, we plot the throughputs limited by a form of HOL blocking which results from
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a channel being inefficiently used while the message beingSuppose now that nodg¢ is addressed by a multicast
transmitted on that channel is waiting for receivers to becontransmission, the probability that nogevill choose to receive
available. It is known that for unicast traffic, the effect ofhis particular transmission is equal to the probability that
HOL blocking is partly due to the high correlation amongode; selects this transmission out of all of the transmissions
HOL messages from slot to slot [13]. That is, if the HOladdressed to it during this slot. Notice that this is not the
message is blocked during a given slot, the probability thatsame as the probability that a transmission is selected given
will be blocked again during the next slot is increased. lthat at least one transmission to ngdbas occurred. Rather,
[13], it was shown that for unicast traffic, throughput cathis probability is conditional on the fact that a particular
be improved if during every slot, the HOL destinations argansmission is addressed to nofleTherefore, if we know
new. This was accomplished in [13] by assuming that dhat a transmission is addressed to ngdihe probability that
HOL messages that failed to be received during a slot ditds selected depends on how many of the remairiiig- 1

to receiver contention are dropped. Of course, in a practicednsmissions will also address nogle This probability is
system, this cannot be done. However, here we explore gimen by

alternative approach to achieve a similar effect of reducing the W1

slot-to-slot correlation. Instead of immediately retransmitting p _ Z <L> <W - 1>P’(1 Sl (13)
messages that were received by all of their intended recipients, I+1 l

we introduce a random delay between retransmissions and
allow new messages to be transmitted while the old messa gfj‘e

wait for their turn to be retransmitted. This mechanism, i _
the average number of nodes addressed by a multicast

effect, reduces the correlation among HOL messages frt ission. Thi b s th b ¢
slot to slot, thereby alleviating the HOL blocking problem’ransmlssmn_. | NIS NUMDET TEPresents e average number o
nded recipients on each wavelength.

Of course, this comes at the expense of the additional defQ?3 i L
associated with a backoff algorithm. Let X* be the number of nodes addressed during ithe

oo = 5
Here, we are not concerned with the protocol involved i“ansmssmn attempt of a message. Theh = & and .X

the coordination of these transmissions, nor with the details '3f equal to the number of nodes that fa"ef' fo receive the
the backoff algorithm. transmission in the first attempt. In generdl] is equal to

For the analysis, we assume that this random delay ghe number of nodes that have not received the message by

tween retransmission removes the correlation among the H e rth attempp . .
messages and that the destinations of the different HOL he probability that a node requiresr more iransmissions

messages chosen for transmission during a given slot hqeequal to the probability that a node failed to receive the

independent of one another. We also assume that whefl'&>>29€ dlf,ﬂ?g the f|r9£_—1 1 transmissions and is equal
node has multiple transmissions to choose from, it seledfs Q _.PS) - (P“S).. ) S'nff .each message has
one at random. The issue of received selection policy wiEStinations, the probability thak™ is equal tol is the
be addressed in more detail in the next section. Again, \HéObab_'“tY that exactly of the & nodes require- or more
are interested in computing the average number of timedrgnsmissions. Hence

message has to be transmitted in order for it to be received byP(Xr =)= <k>[(P )(r—l)]l[l — (P, )(r—l)]k—l' (14)
all of its intended recipients. l " "

Durlr)g gacfh slotW messggez areT(;]hosen, at random, forThe probability that a message is transmitted exactignes
transmission from among th€ nodes. These messages can qg equal to the probability that or more transmissions are

either new multicast transmissions with intended recipients required minus the probability that-1 or more transmissions

(destinations) or they can be retransmissions of previousc[ye required. Now, the probability that at leagtansmissions
transmitted messages, in which case they have fewer &zhan

. ded recioi Lek be th ber of | d (?re required is equal to the probability that at least one node
intended recipients. e the average number of intende equiresr or more transmissions and is given by

recipients for a multicast transmission during a slot. The
first time a message is transmitteéd = k. In subsequent Pi(r < #trans) = 1 — (1 — (Po)" "Dk (15)
transmissions, the number of intended recipients decreases, a’_s
some recipients have already received the message previous(léy.I
Clearly1 < X < k. nee

=0

FP,s = 1— P, is the probability that the node does not
ct this particular transmission. Next we must compute

nally, the probability that exactly: transmissions are
ded is given by

Let P be the probability that an arbitrary node is addressed Pi(r) = (1 — (Py)")F — (1 — (Po)" H*. (16)
by an arbitrary multicast transmission (occurring on one of the o o
W channels) during a slot. Clearly Therefore, the average number of transmissions required is
X o
P== (1) E[Trans] =) r[(1 - (Pu)")* = (1 = (B)"™ DY (17)
Let N; be the number of transmissions intended for nade =t ) o
Then, the probability distribution aV; is given by So far, we have obtained the average number of transmission
! attempts per message. In order to compitethe average
P(N;=1) = <W>pl(1 - Pyt (12) number of intended recipients per attempt, we must first obtain
! N R, the average number of intended recipients for a message
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Fig. 5. Comparison of the throughput efficiency for MSA’s with and without

0 20 40 60 80 100 the random backoff delay.
M = number of wavelengths
Fig. 4. Average number of transmissions per multicast message. Here we consider an algorithm where nodes select the

message with the smallest number of (remaining) intended

over all transmission attempts. Recalling thét is equal to €cipients. The intuition behind the algorithm is that, by
the number of intended recipients in thth transmission of Selécting the message with the smallest number of intended
the message, we have recipients, the probability that a message will be released

- - (having been received by all of its intended recipients) is

NR = ZF _ Z B(Pos)™™t = k (Pas) = k ' maximized, thereby making way for the transmission of a new
ot ot 4 1— Py message. If, alternatively, a message is selected with a larger

o _ . number of intended recipients, it is more likely that message
~ Thus, X (the average number of recipients per transmissiofy)| have to be retransmitted anyhow. For example, suppose a
is given by node has two messages to choose from, one which is intended

k for ten nodes and a second which is only intended for one
X = (1 — Pog)E[Trans]’ (18) node. By selecting the message intended for one node, we are

. . assured that its channel will be freed, making way for a new
Now, (11)-(13) provide an expression i, = 1— P that multicast transmission. On the other hand, had we selected the

IS in terms of.X, and (1.8) gives an expression far in terms message with ten intended recipients, it is highly likely that
of P,s. The two equations can be solved together to obta‘%th messages will require retransmission

Prs. ONCe Py, is obtained, (17) can be used to obtain the The performance of this simple algorithm, obtained via

average number of times that a message must be transm'gﬁwqulation, is plotted in Fig. 6. Also plotted in Fig. 6 are the

In lg'r de:ltohbe re?ﬁ ived byl all 0: the multlcas_tﬂ?ri)(l;g medmber erformance of random selection for the backoff algorithm
9. 4 Shows these values for a case wi nodes tained via the analysis of Section lll), the performance

f|v$hm(|amberz perdmulut(;]ast grogp. A]lso Sh.OV\(/jntm the .f|g-ur FCFS selection for the persistent algorithm (obtained via
IS the Jower bound on the number of required tranSmiSsIofg, analysis of Section Il) and the performance of random
from (1). It is interesting to observe that, at least in th

wamined here. the random backoff protocol onlv n %Iection for the persistent algorithm (obtained via simulation).
case examined nere, the random Dackolt protocol Only NEEES i o gy in Fig. 6, the worst performance is that of the

at most one more transmission (on ave_rage) thaf_‘ the IOv\lgﬁdom—selection persistent algorithm. The FCFS selection,
bound. As the receiver '.°"."d increases with increasing num%ﬁich was analyzed in Section I, offers a small improvement.
of wavelengths, the efficiency of the random protocol alSRn additional improvement is obtained when we introduce

increases. More interestingly, Fig. 5 compares the transmiss A8 random backoff protocol. Finally, the best throughput

efficiency of the random backoff algorithm to that of theeffic:iency is obtained by the random backoff protocol with

ggslristther:; acle?((r)]rigzms;ir:illasrIES;:iEg]rg :ﬁen(t))fclir(;?ft'a\?éhélrei}tr:h&e priority selgction algorithm described above. In all, for
always results in higher throughput’ IHhe case examined here (100 nodes and 5_), we see an
' improvement of as much as 40% in a heavily loaded system

when going from the random selection persistent protocol
to the priority selection random backoff protocol. However,

We have seen so far that the throughput of a random MSi&spite its apparent advantages, the priority selection policy
can be improved by introducing a random delay betweés inherently unfair to messages with a large multicast group
retransmissions of a message. An additional improvementsize. So, while some gains may be realized in terms of overall
the performance can be achieved by having nodes intelligentlyroughput, those gains may be outweighed by the unfairness
rather than randomly, select the message they receive in tighe algorithm if this form of fairness is a concern.
event of multiple simultaneous transmissions to the same nodén Fig. 7, we plot the multicast efficiency for the special
(receiver conflict). case of N = W (as in anN x N switch) with an infinite

N

0

IV. RECEIVER ALGORITHM
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Fig. 7. Efficiency for different algorithms with infinite number of nodes andrig. 8. Efficiency of persistent algorithm with uniformly distributed desti-
channels. nation set size and 50 nodes.

number of nodes and wavelengths. As can be seen, the backoftiniformly distributed between 1 and 10 and whens
algorithm reduces the effect of HOL blocking. This is a welluniformly distributed between 1 and 20.
known result for the unicast case [13]. Here we extend thisWe are now able to provide a simple comparison of the
result to show that for multicast transmissions ove\a N algorithms presented here to the MSA from [9]. Simulation
switch utilization can be improved by introducing a form ofesults given in [9] for a system with 50 nodes and 10
randomization to the inputs. We also show a further improveravelengths indicate a throughput efficiency of 20% wien
ment in utilization when receivers select the transmission i® uniformly distributed between 1 and 10. In contrast, Fig. 8
which they listen by giving priority to the message with thghows throughput efficiency greater than 40%. Similarly, when
least number of remaining intended recipients. It is interestitgwas distributed between 1 and 20, the MSA algorithm from
to note that, for a system employing this strategy, nearly 100%] results in throughput efficiency of 24% while Fig. 8 shows
utilization can be achieved whénis greater than 6. throughput higher than 60%. While one may expect that a
scheduling algorithm would outperform the simple random
algorithms presented in this paper, the MSA algorithm from
[9] fails to do so because it requires all receivers to be available
The analysis done so far assumed a fixed destination set ¢igéore a transmission takes place. When there are many
of k. Here we consider some more general distributiong:for receivers per message, this requirement significantly degrades
First, we study the impact of having a uniform distributiorefficiency. While the algorithms presented in this paper may
for k. The use of a uniform distribution is consistent witthot be optimal, they can be used as a benchmark for comparing
the distribution used in [9] and will allow comparison to théhe performance of other, more sophisticated, MSA's. Clearly,
results from [9]. To analyze the performance of our protocoising a complex scheduling algorithm only makes sense if the
under uniform distribution, we resort to simulation. Fig. 8performance of that algorithm is substantially better than of a
shows the throughput for the persistent algorithm when random scheduling algorithm.

V. GENERALIZED TRAFFIC MODELS
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Another interesting generalization of the traffic model is::j 0.7

to allow for long multicast sessions in which a node sencs 0.6 ——r=1
multiple back-to-back messages to the same multicast grOlE 0.5 ::__:2
To capture this effect, we allow multicast sessions where eve y 0.4 ——r=4
packet from a given session is addressed to the same multicZ 03 —¥—r=5

group. We assume that the duration (in messages) of theé 0.2
sessions is exponentially distributed. In this way, we allow fo 0.1
a mix of longer and shorter sessions. Again, we use simulatic ¢
to analyze the throughput efficiency of the persistent algorith L T AL L

in the presence of such multicast sessions. Fig. 9, shows 1... Multicast size (k)

throughput efficiency for various average session lengths fa§. 11. Receiver efficiency for persistent protocol with multiple re-
a system with 100 nodes and wavelengths and destination aséfers/node.

size uniformly distributed between 1 and 10. As can be seen,

throughput efficiency degrades for session traffic. Howevexs the number of receivers is increased the utilization of those
it appears that the drop in efficiency slows down as sessimateivers is decreased. This is shown in Fig. 11. Therefore,
length increases. Nonetheless, this does provide evidence thate appears to be a tradeoff between efficient utilization
for session traffic a well-designed scheduling algorithm caif receivers and efficient channel utilization. Increasing the

lead to performance improvements. number of receivers increases the channel utilization but
decreases the utilization of the receivers. However, it is
VI. EFFECT OF MULTIPLE RECEIVERS PERNODE interesting to note that when the system is receiver limited

Finally, we consider the impact of having multiple re-_(i'e" kN > W) ch_anr_1_e| utilization can be _Signiﬁ‘??‘”“y
ceivers/node. The motivation behind this is obvious. Holncreased without a significant decrease in receiver utilization.
blocking results when multiple transmissions are intend&®’ €xample, whenk = 10, using five receivers rather
for the same node and hence only one of them can B‘@m.one increases cha_nnel efflcu?ncy from 10%-50%, wh.|Ie
received. This has the effect of reducing channel utilizatid§ceiver efficiency remains very high. Similarly, the analysis
because messages may have to be transmitted multiple tirfgdhe backo_ff protocol yle_lded nearly identical results and is
in order to be received by all of their intended recipienty.1eref0re omitted for brevity.

With multiple receivers, nodes will be able to receive multiple
transmissions simultaneously, thereby alleviating the effect of VIl. - CONCLUSION
HOL blocking. This paper examines the performance of random multicast

The analysis of the protocols of the previous section caransmissions in WDM broadcast LAN’s. This work also
be easily altered to account for the multiple receivers. Tlapplies to the similar problem of multicasting in a TDM
expanded analysis is omitted for brevity. Instead we briefgwitching system. Throughput efficiency results were obtained
present some of the results. Figs. 10 and 11 show the pfr two random scheduling protocols, one that persistently
formance of the persistent protocol with multiple receivengtransmits a message until it has been received by all of
for a system with ten nodes and ten wavelengths. In Fig. 18e intended recipients, and another which uses a random
we plot channel efficiency. As can be seen from the figurbackoff between retransmissions. Our analysis indicates that
channel efficiency decreases with increasindue to receiver the random backoff protocol results in improved efficiency.
contention, but increases with added receivers. This res@ith important observation of this paper is that the throughput
is both clear and expected, because with more receivers tiegradation due to receiver conflicts is decreased as the
receiver contention problem is alleviated. It is also clear thaize of the multicast group increases (as compared to the
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maximum achievable throughput). Intuitively, this is becausg7] K. M. Sivalingam and P. W. Dowd, “A lightwave media access control

for a given number of channels. the likelihood of a receiver Protocol for WDM-based distributed shared memory system,” presented
bei idle is d d h ' b fi ded . at IEEE INFOCOM'96, San Francisco, CA.
eing idle Is decreased as the number of intended reciplent§ G. N. Rouskas and M. H. Ammar, “Multidestination communication

per transmission is increased. over tunable-receiver single-hop WDM networktEEE J. Select. Areas
; ; Commun. vol. 15, pp. 501-511, Apr. 1997.
We also ex"?‘m!”e the algOI_’Itth that a node uses to s_ele[g M. S. Borella and B. Mukherjee, “A reservation-based multicating
which transmission to receive in the event that multiple " protocol for WDM local lightwave networks,” presented at the ICC'95,
transmissions are intended for it in the same slot. We show, Seattle, WA.

: : : : J. P. Jue and B. Mukherjee, “The advantages of partitioning multicast
through simulation, that a receiver algorithm that selects t transmissions in a single-hop optical WDM network,” presented at the

transmission with the smallest number of intended recipients |cc'97, Toronto, Canada.
performs better over a random selection policy, albeit unfdi¥t] K. L. Yeu?g_, K. T'BMAU-Yﬁ_lmg,t aﬂ(_it rlm_ Plng,t “Efficient tlr{\ed Sltotth
to messages with large number of intended receivers. We also ‘oagr toronte. Canada. o ond SyStem. presemied &t e
examined the benefits of having multiple receivers/node. ] M. K. M. Ali and S. Yang, “Performance analysis of random packet
general, we found that increasing the number of receivers/node Selection policy for multicast switching[EEE Trans. Communvol.

i X ; S 44, pp. 388-398, Mar. 1996.
results in an increase in channel utilization but a decreagg] m. J. Karol, M. G. Hiuchyj, and S. P. Morgan, “Input versus output
in receiver utilization. However, when the system is receiver queueing in a space-division packet switchZEE Trans. Commun.
fi ; ; i ; vol. 35, pp. 1347-1356, Dec. 1987.
!Imlted’ Increasing the nL_meer _Of recc_elve_rs_ can _dramatl(_:alﬂh] L. Kleinrock, Queueing SystemsNew York: Wiley, vol. 1, pp.
increase channel utilization while maintaining high receiver * 157226, 197s.

utilization. [15] E. Modiano and A. Ephremides, “A method for delay analysis of
. - : interacting queues in multiple access systems,” presented at the IEEE
The resylts of this paper are parycularly appllcgble to INFOCOM'93, San Francisco, CA.
systems with very fast tunable transceivers. When using slgue] G. N. Lance Numerical Methods for High Speed Computersondon,

tuning devices, the scheduling algorithms described in this UK. lliffe, 1960, pp. 134-138. . .
: Il si thev do not attem[)]tn J. Y. Hui and E. Arthurs, “A broadband packet switch for integrated
paper may not perform as well since y transport,”|EEE J. Select. Areas Commynol. 5, pp. 1264—1273, Oct.

to take tuning times into account. Similarly, when multicast 1987.
transmissions are session based, we show that throughput using

the random algorithm degraded somewhat. Hence, while we
conclude that simple random scheduling algorithms perform

well for the system described in this paper, it is clear that
different systems with different traffic types may require mo
sophisticated algorithms.
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