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LATS: A Load-Adaptive Threshold Scheme
for Tracking Mobile Users
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Abstract—Mobile user tracking is a major issue in wire- In the other extreme strategy, known as “Always Update,”
less networks. Previous studies and traditional approaches dealt the network continuously keeps track of the user location.

only with tracking algorithms which adapt themselves to the /105 strategies which combine these two extremes have
user activity. In this work, we propose a novel approach for been proposed in the literature [1]-[3], [6]-[9]
user tracking, in which the tracking activity is adapted to both prop ! '

user and system activity. The basic idea is to make the user- The basic idea shared by these papers is known as the
location update-rate dependent not only on the user activity “Partial Registration” strategy. Namely, upon location change,
(such as the call profile and mobility pattern). Rather, it is the user may or may not update its new location. The criterion
also made dependent on the signaling load, which reflects the ¢, ,sor registration may be static, such as network partition
actual cost of the update operation. Thus, at low-signaling load . . .
locations, the users are to transmit location update messagesiNto location areas For example, in the Global System for
more frequently. To carry out this approach, we propose a Mobile Communications (GSM), the network is partitioned
load-adaptive threshold scheme (LATS): the network determines into groups of cells, referred to dscation areas The user

for each cell aregistration threshold level(which depends on pdates its location each time it changes a location area, while

the cell load) and announces it, as a broadcast message, tQ, ... . ; “ "
the users. The user computes its owmegistration priority and Within a location area it uses the “Never Update” strategy.

then transmits a registration message only if its priority exceeds Since the partition into location areas is static and done by
the announced threshold level. Thus, whenever the local load the system, not accounting for the user-dynamic behavior,
on the cell is low, the registration activity increases, while in we consider this strategy as static. Another type of partial
loaded cells the registration activity decreases. Our analysis shows registration strategy is the dynamic strategy, in which each user

that the LATS reduces the paging cost, in comparison with . . - L
other dynamic methods, without increasing the wireless cost of decides when and where to update its location. The criterion

registration. Moreover, if higher user density is coupled with less fOr user registration may be a function of time [8], distance
mobility (e.g., consider vehicles), then the LATS strategy offers from last known location [2], [6], number of movements
further performance improvement. The load-adaptive strategy petween cells [2], or based on personal location profile [9]. All
can be usedin addition to any other dynamic tracking strategy. ne gynamic partial registration strategies mentioned above are
Furthermore, the computational complexity imposed on the user . . .

is identical to that required by an equivalent load-insensitive IMPlemented solely on user equipment. As such, they ignore
scheme. the system activity, and depend solely on the user activity.

The optimal solution which minimizes the user tracking
cost using these methods is of high computational complexity,
and often requires a dynamic programming method. Some of
|. INTRODUCTION these strategies (such as the distance-based strategy) require

HE GROWING demand for personal communicatiofnformation that is not generally available to the user. Thus, an
T services (PCS) increases the need for efficient utilizatigfPlementation of an optimal solution on the user equipment
of the limited radio resources available for wireless commdf not feasible, due to commercial, maintenance and reliability
nication. In this work, our concern is in the utilization off€asons. In practice, the users may register using a fixed, pre-
the wireless resources devoted to location management. §ined parameter (timer, distance, etc.), disregarding the exact
problem addressed in this paper is the minimization of titetails of the user activity. Clearly, the performance of such an
wireless cost of mobile user tracking in PCS networks. implementation is inferior to the original strategy. In addition,

The utilization of wireless network resources for mobil§ince the user decision whether to register (update) or not to
user tracking has been addressed by many studies. Basicafigister ignores the status of other users, the likelihood of
there are two extreme strategies that may be used for ugglision is expected to be very high, especially at high load
tracking. In the first strategy, known as “Never Update periods.
the user never updates its location. Thus, whenever therdrecognizing these drawbacks, we propose to shift a sig-
is a need to set up an incoming call directed to the usé¥ficant part of the tracking activity from the user equipment
the system must search for the user all over the netwoiR. the system equipment, and to integrate more intelligence

on the network side. The basic idea is to leave user-specific
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activity, but also on local network load and the status @nd compared to the performance of the 1S-41 standard [10]
other users within the same cell. The implementation of thisixder two representative models: 1) a one-dimensional (1-D)
approach is achieved via the following mechanism. The useesh topology and a two-dimensional (2-D) mesh topology,
computes itsregistration priority based on its own activity. both under Gaussian-like shaped load distributions and 2)
On the other hand, the network determines, for each cellaa2-D Manhattan-like system, which can model a vehicular
registration threshold levelbased on cell load, time of day,motion within an urban area. The results show that the timer-
day of week, etc. This parameter, which is unique for eadtased LATS is superior to its corresponding LI strategy. For a
cell, is transmitted by each base station as a broadcast mes$agessian-like shaped load distribution, the timer-based LATS
to all the users within the cell through the down-link contrdhas the potential of reducing the paging cost to about half in
channel. Finally, the decision of when to transmit a registratiéh1-D system, and up to four times for a 2-D system.
message is done by the user, but is based on both parameterd.summary and concluding remarks are given in Section V.
Such a message is sent whenever the reggstration priority
exceeds the cellegistration threshold level [l. MODEL AND NOTATION

The advantage of the proposed method on other methodsve consider a wireless network partitioned into cells. To a
is in taking into account the system activity. Less criticajood approximation, the number of users may be considered
registration messages are avoided during heavy traffic perio@ginite, for traffic considerations. The user location is under-
while low traffic periods and areas are used to gather extensiteod as an identifier of the cell in which the user is currently
information on the user location. residing. Two cells are called neighboring cells if a user can

Our analysis shows that the load-adaptive threshold schemeve from one to the other without crossing any other cell. To
(LATS) strategy offers a significant improvement not onlynodel user movement in the network, we assume that time is
at lowly loaded (LL) cells, as someone would intuitivelyslotted, and that a user can make, at most, one cell transition
expect, but also at highly loaded cells. This is done hyuring a slot. It is assumed that the movement of the user is
eliminating unnecessary searches after users residing in dbne just at the beginning of time slot, such that it precedes
cells. Moreover, if higher user density is coupled with lessny other event, such aspaging event. The movements are
mobility, e.g., as in vehicular motion, the LATS strategy offerassumed to be stochastic and independent from one user to
further performance improvement. another. We assume that calls are initiated by the users as a

The concept of amdaptive thresholdcheme is not limited Poisson process at average-rat@ heuser roaming intervais
to the problem of tracking mobile users, and can be usdéfined in [8] as the time interval since the last contact of the
in a much wider range of applications in the area of shareiger with the system, and the next paging event to this user.
media networks. Load-sensitive algorithms, in many areas, are
implemented either by a central approach, in which system [ll. THE TRACKING STRATEGY

resources are allocated to the users by the system (e.g., pollinghe tracking algorithm is split between the user and the
systems), or by a distributed approach, in which each us@itwork. The registration algorithm performed by the user
makes its own decisions using an agreed-upon MAC protocg.based on the user activity and thead factor, computed
Theadaptive thresholdpproach suggests another way. Due gy the network. Each cell computes its ovwmad factor
the huge number of users in a PCS network, the media accggfependent of the other cells, and announces it to the users as
algorithm (i.e. the registration) must be distributed, where eaghbroadcast message, through the down-link control channel.
user makes its own decision when and where to update ligsaddition, each user computes its own registration priority,
location. On the other hand, to improve system performandsased on its call and mobility parameters, and computes the
the network informs the users about the cost of registratidocal registration threshold based on the locdbad factor.
Another load-sensitive approach for tracking mobile users \@henever the user-registration priority exceeds the local regis-
described in [5], where idle periods are used by the netwottation threshold, the user transmits a location update message.
to actively search for the location of mobile users. Since the locakegistration thresholddepends on the current
This paper focuses on two issues. load on the cell, different cells may have different registration
1) Design a registration algorithm, based ondgnamic thresholds.
threshold which is sensitive both to the user activity The search algorithm at paging event is restricted only to
and to the system (cell) load. the set of all feasible user locations. These are all the cells
2) Propose an efficient paging algorithm which takes aéhat satisfy two conditions.
vantage of the dynamic thresholds used in the regis-1) Their registration threshold at the paging event is higher
tration algorithm. The paging algorithm is based on than the user registration priority.
an efficient search in a discrete time—space mobility 2) They are reachable from the user last known location
graph, which enables the system to compute all feasible  during its roaming interval, without sending a registra-
locations at paging time. tion message on the way.
These issues are covered in Section Il (after Section I ) )
describes the model). Further, in Section IV, we compare the The Registration Strategy
LATS strategy to its corresponding load-insensitive (LI) strat- The user registration strategy is to be usedaddition
egy. The performance of the timer-based LATS is evaluatéal another dynamic registration strategy, such as the timer-
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based method [8], the distance-based method ([2], [6]), or the < py < 1. The target UCC utilization is defined as
movement-based method [2]. The basic idea is the followings = (pr, + pr)/2. The maodification of the load factar is
The user tracks itgegistration priority R,,. For example, under as follows. Whenevepycc satisfiespr, < puoc < pm, «
the timer-based methody,, is the user roaming intervat. remains unchanged. If eithe{;cc < pr Of puce > pu, the
Under the distance- and the movement-based methBds, new value of«, denoted byw,,, is given by

is the distance traveled by the user, and the number of cell

transitions since its last location update, respectively. The Qp :qu vee 3)

value of R, is compared to théocal registration threshold PO

Ry, given by where «; is the last value ofa, under which the UCC
R, = aR (1 utilization is pycc. Sincepy > po > pr, wheneverpyce >

o, We get thatv,, > «;. Consequently, thiocal registration
The parameterR in (1) is the LI registration threshold, threshold k; = Ra increases, and the registration activity
introduced in previous studies. For example, under the timglecreases. Similarly, ipucc < pr the registration activity
based method is timer 7’, specified in [8]. The parameter increases.
in (1) is the localload factor, received by the user through the The modification mechanism given in (3) is based on
down-link control channel. The parameteris transmitted by the assumption that the registration activity linearly depends
each base station as a broadcast message through its downdmkhe registration threshold This assumption holds for the
control channel (for example, DCCH in the GSM system). fimer-based method, but does not necessarily hold for other
reflects the current local load on the control channel at tHagcking strategies, such as the distance-based method and the
cell, relatively to a pre-defined load level. The user transmigovement-based method. Moreover, since the UCC is used
a location update message wheneverrétgistration priority for call handling as well as for location management, the

R, exceeds théocal registration thresholdR; registration thresholdmay have to be sensitive to the call
traffic as well. For example, if all lines in a certain cell
Ry, 2 B = aR. (@) are busy, the registration messages at that cell should get

é}jé;her priority than requests for call setup. As a restllg
registration activity may increase, even at heavily loaded (HL)

whenever itsoaming intervalr satisfies:r > 7; = T'«. Simi- s Th lusion f this di ion is that th di
larly, the distance-LAT 3egistration thresholdD; is evaluated celis The conclusion from this discussion is that the modi-
fication mechanism suggested in (3) may need second-order

asD; = Da, whereD is the LI distance threshold specified in

. . - refinement, taking into account mobility and call parameters.
2], [6], and the movement-LAT $egistration thresholdV/; is . :
gigle[n ]byMl = Mo, where M is th?a LI movement thresl,hold The dependency giycc on theregistration thresholctan be

specified in [2]. Since the local load facter is transmitted estimated using standard procedures, such as look-up tables

by the base station, the computational complexity imposed Bﬁsed on network history.

the user is identical to that required by the corresponding LI

scheme. For practical reasons, theal registration threshold C. The Paging Algorithm

R; should be bounded from below as to avoid redundantConsider a paging event at timte= 7, for a users with

For example, under the timer-LATS method, the user regist

registrations at very lightly loaded areas. roaming intervalequal tor, whose last known location, at time
t = 0 is X,. The distancebetween two cells, say andy,
B. Network Algorithm—Cell Level denoted byi(z, y), is defined as the length of the shortest path

The load factor« is computed for each cell, independentiyP€tweenz andy, measured in number of cells. That implies
of the other cells, and transmitted by the base station (BS), &t d(«, =) = 0, and thatd(x,y) = 1 if, and only if, = is a
a broadcast message, through the down-link control chandiarest neighbor of. Our goal is to minimize the number of
Since registration messages are transmitted through the up-iRftions at which the user is paged. ,
control channel (UCC), our main concern is to guarantee thatC€finition: The Mobility graph & is defined as a directed
an increase in the registration activity will not jam the uccdraph, in which all vertices are of the for(w, ¢) wherez is a
Theload factoris estimated from the statistical usage of th&®ll in the network, andis a time slot. A (directed) edge exists
UCC. The basic idea is the following: lgt;cc be the UCC Petween two vertices, sdy, #1) and(x2,2), in theMobility
utilization, 0 < pucc < 1. Wheneverpuce drops below 9raphif, and only if: 1) d(x1,x2) < 1 and 2)t; = + 1.
a pre-defined threshold, sayr, the registration threshold There exist two different types of edges in tMebility graph

o decreases. As a result, the registration activity increases A staticedge is a directed edge from the vertext) to

at lightly loaded cells. On the other hand, wheneyetc the vertex(x,t + 1), reflecting a situation where the user
exceeds (another) pre-defined threshold, sgy(px > pr), remains at its last location.
the registration thresholdncreases. To stabilize the algorithm, * A dynamicedge is a directed edge from the vertex, ¢)
the modification rate of theegistration thresholdfollows a to the vertex(x2,t + 1), wherez; and z, are nearest
Hysteresis curve. neighbors, reflecting a user movement from egllinto

1) The Load-Factor Modification AlgorithmOur goal is cell zo, at timet + 1.
to keep the value opycc in the rangep;, < puce < pH, Definition: A nonreporting(NR) vertex is a verteXz,t) in

where pr, pp are pre-defined values, satisfying < the mobility graph that is accessible frdd¥,, 0), and itslocal
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registration thresholdR; is higher than the user registrationin the k-th step all vertices of the form’, k), wherez’ is

priority. eitherz or a nearest neighbor of If (2/, k) is an NR vertex,
For example, under the timer-based method, an NR vertiéXs added to the seti(k). In the first step,A(0) contains
must satisfy the conditions the vertex(Xy,0), and we consider the nearest neighbors of

Xy at time slott = 1. The search is terminated when either

Ti=oafz, )T > )k =+ 11 or the setA(k) is empty.
where; is the local timer at celk: at timet, and Proposition 3.1: The setA(r) is the user PLA.
Proof: The proposition can be proved by induction bn
0<d(Xo,z)<t<T (5) that shows thati(k) is the set of all NR vertices of the form

(z,k) connected to Xy, 0) through a feasible roaming path
i length k. Thus, A(r) is the set of all NR vertices of the
rm (z,7) connected tq X, 0) through a feasible roaming
th. O
E%hemark 3.1: To construct the PLA for all users, the system
keeps, for each cell, a table of its local registration threshold
values for each time slot. In addition, the mobility graph is
based on the adjacency graph of the network.
The Complexity of the PLA Construction Algorithm: since
0 < d(Xo,r) < D; = Da(x,t). (6) the BFS is conducted on both time and space, the nearest
neighbors ofX, can be visited in the worst casdimes, while
Similarly, let M; denote the local registration threshold undehe cells in a distance from X, are visited at most one time.
the movement-based method. An NR vertex must satisfy ba#facalling that the user can make at most one cell transition
(5) and the condition during a time slot, a distance (in terms of cells) can be
0 < d(Xo, ) < My = Ma(z.t). ) cc_)mpared to time. Let(Xo,j) be the number of cells within a
distance less or equal jidrom X,, wheren(X,,0) = 1. In the
An NR vertex describes a point (in time and space), such thigh iteration of the BFS algorithm, at mos{ X, ) vertices
at time ¢, the cell z is reachable from the user last knowr@ire considered. An upper bound on the worst-case complexity
location, and itgegistration thresholds higher than the user of the BFS algorithm is given by (Xo,7) = >°7_, n(Xo, ).
registration priority. Hence, an NR vertex depends on thén reality, the number of nearest neighbors of a cell is bounded
user mobility, as well as on the system connectivity and lodyy some constant, and so is the cell density. Thus, the maximal
distribution. number of cells reachable duringtime-slots isO(#?), and
A feasible roaming patls defined as a directed path in thghe worst-case complexity of the BFS algorithm is therefore
mobility graph, which starts atX,,0), and all the vertices S(Xo,7) = >.7_,0(:*) = O(s®). The explanation of the
in the path are NR vertices. Given that the useaming computational complexity is that the BFS on the mobility
intervalis equal tor, its actual roaming path must bdeasible graph searches i(72) cells, each cell has at mostvertices,
roaming pathin length 7, starting at(X,,0) and terminating Yielding O(+?) vertices.
at the user location at time. Lemma 3.1:If the number of cells reachable withintime
Definition: The userpersonal location aredPLA) at time  slots isO(#?), then the construction of the PLA has a worst-
7 is defined as the set of all celis such that the verte:,7) case complexity of2(¢3).
in the mobility graph is an NR vertex connected to the vertex The proof is given in Appendix A. The conclusion from
(X0, 0) through afeasible roaming path Lemma 3.1 is that the computational complexity of the PLA
From this definition it follows directly that the user PLA isconstruction algorithm described above cannot be further
the group of all its feasible locations at the time of pagingmproved.
Hence, the user PLA is the minimal set of cells, at which Remark 3.2: Note that the process which finds all members
paging the user guarantees a success. of the PLA is a computational task. As such, it makes no use of
The paging algorithm considered in this study is subject tireless network resources. The search is done on the mobility
one-phase paging delay: when a paging event occurs, the gaph, not on the network’s physical infrastructure.
is paged simultaneously at all the cells belonging to the PLA. The computational task required to find the PLA can be
1) Constructing the PLA:The first step of the paging al- significantly reduced by considering all NR vertices of the
gorithm is to find all cells belonging to the user PLA. Thdorm (z,7). Clearly, this group contains the user PLA. For
algorithm uses a Breadth First Search (BFS) on the mobiligxample, under the timer-based LATS, this is simply the group
graph, beginning from the verteX, 0), which represents of all the cells at a distance less or equal tofrom z,
the user last known locatioX, at timet = 0. The BFS is having local timer7; > 7. However, the reduction in the
conducted in steps, where theth step accepts as an input aomputational cost is achieved on the expense of increasing
setA(k—1), produced by thék — 1)st step, and generates thehe cost of paging. In practice, the load distribution over the
set A(k). A(k) is the set of NR vertices of the forfx, £), network changes gradually, relatively to the user motion. Thus,
connected to the verte&Xy,0) through afeasible roaming the registration threshold is expected to change only ekery
path For each member iA(k—1), say(z, k—1), we consider time slots, wheret is a constant. The number of iterations

Equation (5) follows from the assumption that the user c
make, at most, one cell transition during a single time sl
This assumption holds if the size of the time slot is chos
such that the user cannot cross more than one cell durin
single time slot.

Under the distance-based strategy, 1t denote the local
distance threshold. An NR vertex is defined as a vettex)
which satisfies, in addition to (5), the condition
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required can be reduced to = [r/k] + 1, where in each Ty =T Ty=T
iteration the BFS is extended by a distaricelThe worst-case
complexity under this assumption 8(k?x3) % This is Ty =T-1 T=T-1
still O(73), but the computational task is reduced by a faétor

Ty =T-2 [T, =T-2

D. Tracking Cost Considerations

Below we evaluate the computational cost and wireless
bandwidth imposed by the LATS strategy.

The user must track its registration priority, to be compareq
to the local registration threshold at its current location. Th
LI registration threshold may be calculated either dynamicallfig. 1. A Gaussian-like shaped load distribution for a 1-D system, with static
as in [8], [3], and [6], or statically, as in 1S-41 Standara’merT = 5 time units. The local timefl; at each cell Qecreases with the

. . . . distance of the cell from the system center (cellsand :2).
[10]. Using LI dynamic registration threshold, thead factor
transmitted by the BS describes the actual cost of registration.
Hence, the computation of the local registration threshold igance of the timer-based method, as adopted by the 1S-41
identical to the evaluation of the LI registration thresholgtandard [10]. In Section IV-A we consider a 1-D mesh
described in the above-mentioned studies. The only differeriogology and a 2-D mesh topology, both under Gaussian-
is that the registration cost, which considered as a pre-defirlid@ shaped load distributions. In Section IV-B, we consider
parameter in these studies, is transmitted by the base statiendlanhattan-like topology system having two load levels. A
The computational task imposed on the user is therefde@ussian-like shaped load distribution can model a city, while
identical to that required by the corresponding LI strategy. a Manhattan-like network connectivity can model a vehicular

Using a static LI registration threshold, as used for examplaotion. In both models, we consider a paging algorithm that is
in the 1S-41 standard, théocal registration thresholdcan conducted simultaneously at all the cells within the user PLA.
be determined by a pre-defined look-up table. In this case,
the load factor determines thlecal registration threshold A. Analysis of a Gaussian-Like Shaped Load Distribution
(e.g., timer, distgnce), to be selejcted.from a pre-defined tabley, this section, the performance of the timer-based LATS
Thls table conta|n§ ;everal registration threshold values, far ., sjuated and then compared to the timer-based method
different load conditions. [10], under a Gaussian-like shaped load distribution, in which

The wireless bandwidth imposed by the LATS is negligiblg, o' oad reaches its peak at the network center and decreases
under both dynamic and static registration threshold. In or adually toward its periphery.

to supportM different values of theegistration threshold First, we consider a 1-D system consistingdf equal-size
only lg, M bits suffice. For example, using timer-based LATG41s. A model of the system is depicted in Fig. 1 for= 5.
with the 1S-41 standard, only two bits are required o SUPPOfhe most loaded cells are at the system center (edlland
four different timers. #2 in Fig. 1). The distance of a cell from the system center is
defined to be the minimum of the distances frathand x2.
IV. PERFORMANCE ANALYSIS It is assumed that the load decreases linearly with the distance

In this section, we show that the LATS strategy is superi§fom the system center, thrat‘ls‘the load at a distarfoem the
to its corresponding LI strategy. In addition, the performandyStém center is given iy~ (i = 0,1,2--- L—1), wherel,
of the timer-based LATS is evaluated and compared to tHgithe load at th(=T system center. Since the I_ogd is proporuonal
of the timer-based method for two models of load distributiof® the user density, the steady-state probability to find the user
and network connectivity. a_t a distance fror_n the §ystem cente{:n‘ =0,1,2---L-1)is

Theorem 4.1:Given an LI tracking strategy, its correspond9iven for each side (either left or right) by
ing LATS can only perform better. L—1

Proof: Consider an LI tracking strategy, with registration e = L(L+1)

thresholdR. R can be either a timer, a distance, the number of
cell transitions, etc. We define a corresponding load-sensitidte that2 3"~ 7; = 1. Let T’ be the static timer [10]. Under
scheme which is the f0||owing Specia| case of LATS. Thﬁ’]e timer-based LATH is the timer used at the most loaded
load factoris o = min{«,1} where « is the load factor cells, z1 andz2. Let T; be the timer used under LATS at a
given in (1). The load-sensitiveegistration thresholdR; is distancei from the system center. Since the load-sensitive
given by R, = Ro/ < R. Consequently, the registrationtimer is proportional to the user density, (8) suggests that
activity can only increase under the LATS strategy, due t6 = 7" — . Since the local timefl; is bounded from below
the use of nonutilized system resourcaispractically no cost by 1 (Z; = 1 implies a registration message transmitted per
Hence, using the samectual bandwidth for registration, the €very time slot), we get that
paging cost_ under LATS can only be lower than that under its T; = maximum{1, T —i}, i=0,1,2,---,.L—1. (9)
corresponding LI scheme. O

In the following sections, the performance of the timer- The load factor affects the search cost in two ways: first,
based LATS is evaluated and then compared to the perfos reducing the effective timer in the system, and second,

- T =
=2 3

Ty =1 x1 x2 Ty =1

(8)
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by reducing the uncertainty in user location for the sansearched is given by
roaming interval As opposed to the timer-based method [10], .
under which the uncertainty in user location increases with .
its roaming interva) the us)ér PLA actuallydecreasesfor ElSearchirs] < Z T win{(27 + 1), 2T = )}

h . . . 1=0 7=0
largeroaming intervalsunder the timer-based LATS, since the (14)
uncertainty in user location is then restricted to HL cells. For
example, consider Fig. 1, and note that if the usEaMIng \which yields
interval 7 equals?” — 1, the only feasible locations arel and
z2. Forr = T'— 2, the PLA size is at most four cellsl, 2,  E[searchars]
and their nearest neighbors. In general, &xactsize of the 9 T—1T—i—1
PLA depends also on the user last known location. However, < TT+1) Z Z min{(2r +1),2(T —7)}. (15)
in any case, the number of feasible locations is bounded from i=0 T=0
above by the number of cells having a local tinigr> .
Hence, the larger is, the smaller is the upper bound on th
PLA size. On the other hand, since the user can make at m
one movement during a single time slot, for small values of T+1 T
7, the PLA size is bounded from above By + 1. From the Elsearchars] < —— =~ 7. (16)

2 2
above discussion, we get that the upper bound on the PLA )
size is given by Under the LI timer-based method [10], the expected search

cost is given by

-1 Ti—

In Appendix B, we show that the value of the expression in
1551) is bounded from above b¥tt. Hence, we get that

|PLA(7)] < minimum{(27 +1),2(T —7)}.  (10) =
FElsearch| = = 2r+1)="1T. 17

Hence [ ] =7 ;( T+1) 17)
[PLA(T)| <27 +1 (11) Hence, for sufficiently large networks, the expected search
cost under the timer-based LATS is reduced by about half, in

for 0 < 7 < [T/2] and comparison to the LI timer-based method.

It is interesting to note that while the expected search cost

IPLA(7)| < 2(T - 1), (12)  under the timer-based LATS is about2 of that under the LI

timer-based method, the expected timer used by the user under
for T > 7 > [T'/2]. The upper bound on the PLA size iS| ATS is as large as roughlg/3 of that under the LI timer-
achieved forr = [7'/2]. Using (10)—(12), we get that based method. To prove it, &%, be the timer used by the
user. Recalling thdt; is the timer used at distanédrom the
system center, the expected valuelgf under the condition
T =1LIs

|PLA(T)| < T, V. (13)

For the LI timer-based method, the PLA size2is+ 1, with

maximum value equal®7’+ 1 achieved at- = 7'— 1. Hence, L1 ) 2T +1
2

the maximal number of searches under the timer-based LAF$Lw | 1= L] = 2 Z mili = Z L= ——

. . i ; T(T+1) “ 3

is reduced, by a factor of at least two, in comparison to the LI =0 =0

timer-based method. Equation (10) implies that the superiority

of the timer-based LATS over its corresponding LI schenwe therefore observe that 1

increases withr. S . .
L . . reduction in the paging cost results not only from effective
Our objective next is to derive an upper bound on th[e paging y

. imer reduction, but also from the fact that under the timer-
exp_et_:tedsearch cost under LATS. U_s_mg ©), we get that fQtr>ased LATS, for large roaming intervals the uncertainty in user
sufficiently large systems, the conditidh < L implies that cljocation is confined to the highly loaded cells
Ti=1fori>T—1 I—_|ence, using (10)—(12), the expel cted The technique used for the 1-D model can be easily applied
search cost under the timer-based LATS decreases d to a similar 2-D model, under which the user can move to
reaches its maximum in the range< L at the pointZ’ = L. eagh of its eight nearest neighbors. The timer used within the
Hence, for sufficiently large systems, the expected search CR8st loaded cell ig". Its eight nearest neighbors use a timer
is bounded from above by that under the conditibn= L. T =T — 1. their ne;';lrest neighbors use a tinér= 7 — 2
Assuming that the call-arrival rate is significantly smaller thanr11d_80 on’ Under the LI tirr?er-based method t_he PLA’ size
1 (which is true for actual systems), the probability to find <. ' B 9 .

T . : : : is given by |[PLA(7)| = (27 + 1)#, with maximum value

'the user at the .tlme of paging a.t a cell with Ic_>ca| tmier equals to(27 — 1)? for 7 = T — 1. Since the call arrivals

IS (_equgl Fom. Since calls are |n|t|ated_ as a Poisson _proce%t?e independent of the user motion, the expected search cost
which is independent of the user motion, the probability th%nder the LI timer-based method is given b

the userroaming intervalat the time of paging is equal to g y
(r=0,1,2---T;—1) is uniformly distributed ovef0, T; — 1]. 1 It 472 — 1
Hence, substitutd; = 7' —4, I = T, and using (8)—(10), an E[searchy] = T Z(2T +1)? = 3
upper bound on the expected number of cells needed to be =0

T—-1

(18)

[T,/T = L] > L. Hence, the

(19)
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Under the timer-based LATS, we get that whempproaches BT ' LTTTTIT R
T, the user PLA is restricted to the nearest neighbors of the
most loaded cell. Hence, we get that

|[PLA(7)| < minimum{ (27 4+ 1)%,(2(T — 1 — 7) 4+ 1)?} — — —
(20)

with an upper bound for = |7°/2|. The upper bound equals ] ]
T* for T odd, and equalél’— 1) for " even, which is roughly . T T 17 I‘ T 11711

four-times smaller than the upper bound under the LI timer-
based method. A similar analysis to that used in Appendix B T
can be used for the expected cost analysis. —

Remark 4.1: The analysis in this section provides an upper ]
bound on the expected paging cost under the timer-based 1
LATS. In order to obtain the exact number of searches, the —

user’s last known location must be considered. However, due 1 ] ]
to the dependency of the registration process under LATS on . [T T 171 l [T T 111 i
user location, the probability that the user last known location
is z is not necessarily the steady state probability of being &t. 2. System model.
location z.

] ) number of cells that need to be searched depends, in general,

B. Analysis of a Manhattan-Like Topology System on the user last known location, and on the length of the
(Vehicular Motion) roaming intervalr. Due to the dependency of the registration

To demonstrate the timer-LATS performance for vehiculgrocess under LATS on the user location, the probability that
motion we consider a 2-D Manhattan-like system, whicthe user last known location is the cal] is not necessarily
is depicted in Fig. 2. The system can model a city witthe steady state probability to find the userratMoreover,
major streets running east—west and north—south. The netwtitk distribution function ofr is not necessarily uniform.
connectivity can model a vehicular motion along the streetdowever, since call arrivals are generated as a Poisson process,
The user can move along either the horizontal or the vertidatlependent of the user motion, for two extreme situations we
direction. All the cells in the system are assumed to haean assume that is uniformly distributed ovef0, 7% — 1].
the same length and width. The cells on the intersections diiee first situation is for very slow user, such that <
assumed to be HL, while all other cells are assumed to be LT. < min{Wt,#,}. The expected cost of search under the
Each HL cell is followed by an LL section, consisting Bf timer-based LATS is bounded from above by
cells, and terminated by another HL cell. The sequence of an _ z
LL section followed by an HL cell repeats periodically alon 1 27 T -1
both dimensions, an()j/ is referred toIO agz)lapck From }(/each ° E[Searchars] < T Z <Z * 1) T +1. @D
junction (an HL cell), the user can either turn to the right, 7=0
turn to the left, or continue in the same direction. Since a higénder the LI timer-based method, the expected cost of paging
density of vehicles is usually coupled with low mobility, itiS given by
is assumed that the time periggl required to cross an HL T_1

cell is longer than the time periog required to cross an LL E[Search;] ~ 1 Z <2_T + 1) _r-1 41 22)
cell: ¢, < ty. T =0 ] tt
1) Evaluation of Paging Costiet 77 be the timer within
the LL cells, andl™ be the timer within the HL cells. Clearly Hence, we get that
T' < T". The distance traveled by the user, in terms of cells E[Searchars] 1!
is bounded from above b§i+1 under the timer-based LATS, ~ E[Searchy] ~T (23)

while under the LI timer-based method is bounded from above . ] ) ] )
by Z + 1. Hence, the maximal number of cells that need tbhe relation obtained in (23) can be easily generalized to a

t . .
be searched, under the timer-based LATS, in comparisond® motion model. Note that the relaticp reflects theload
ratio between HL cells and LL cells. In reality, the value

the LI timer-based method, i@(T%) for very slow users (or L T,

equivalently for 1-D motion). For 2-D motion in Manhattan®f Z* 1S expected to be set & = T Hence, for most

like network the number of cells in a radidss O(d?) for large  practical cases, it is expected that = /. Substituting the

d. Therefore, using an upper bound analysis, the superior@gt equality in (23) yields

of the timer-based LATS over the LI timer-based method is

O([T—Z]Q) for 2-D motion, or equivalently for fast moving ElSearchars] = i

userg. ' y E[Search;] tn
Below we show that, under certain conditions, these resulience, for lowly mobile users, the expected reduction in

are valid also for theexpectedcost of search. The expectedpaging cost is linearly proportional to thead ratio.

(24)
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The other case in which we can assume a uniform distribu- R
tion of 7 is when the users move relatively fast. Assuming that o Static Timer: Timer=10
T! > Wt; + t3, the distance traveled since the last location o
update is, for a good approximation, the numberbédcks
traveled duringr time units, multiplied byi? 41 (the number
of cells in a block). Hence, the distance traveled is given by
d() = |57 ](W +1). The PLA of the user in a distance
d from its last known locatiorr (d > W + 1) is a rhombus
centered at:, with side lengthyv/2d. The number of cells need
to be searched is, for a good approximation, equaldd. il < LATS
Hence, forr > Wt; 4 ¢;, we get that 2f

Paging Cost

2 1 2 :‘s xlt !Iz ;
IPLA(7)| ~ 2 [ {ﬁJ (W + 1)} . (25) Low Timer T
1+ in Fig. 3. Expected paging cost as a function of the low tifiér(t; = 1).

The expected paging cost under the timer-based LATS is given

by *
Tl 1 ol
E[Searchars] ~ Z |PLA(7) (26) il
Neglecting the first terms in the series, we use (25) to get s *
=)
© 4
t_q o = Static Timer: Timer=10
2 W41 1S, i -,
E[Search N — | —— 27 .
Searchrs] ~ |y | 27 @) 1 o
7=0 I LATS * . .
which yields .

Low Timer . 72Tty
E[Search srs]
[ w1 1@ - e - 1)
Wt +t, 3

Fig. 4. Expected paging cost as a function of tbad ratio ¢, /¢;.
2
=O(T"). (28)
C. Comparison and Numerical Results

Similarly, using thatl’ > T > Wt; 4, we get that for the  To demonstrate the performance of the LATS strategy, we
LI timer-based method examine several numerical examples, using a Manhattan-like
system. Fig. 3 depicts the expected paging cost under the
= O(T?). timer-based LATS and the static timer-based method, as a
3 function of the low timerZ?, wheret; = 1, ¢, = 10, W =7,
(29) and T = 10. Clearly, the LATS strategy outperforms the
static timer method. The performance ratio is, for a good

W1 r(T—1)(2T—1)

E[Search;] ~ {th s

Hence approximation, proportional to the rat@l.
112 Fig. 4 depicts the expected paging cost as a function of
M ~ [Z} . (30) theload ratlo . The value oft; ranges from 1 to 9, thus
ESearchy] T affecting the value off?, which is set toT* = Tfl ty, = 10.
L . ) The expected paging cost under both strategies is plotted as
Substitutez= = ;- in (30) yields a functlon of tl. Note that the ratlotl remains constant,
ElS A smce = = t] = 1. Hence, the performance of the LATS
M ~ {_l} . (31) strategy is insensitive t@;, while the performance of the
E[Search] tn static timer method improved with;. When #; approaches

t1,, the performance of the static timer method approaches to
Equation (31) implies that for highly mobile users, the e eﬂ performance of the LATS strategy, as expected.

pected reduction in paging cost is quadratically proportion [Searchars]
to theload ratio. For example, if the crossing time of an LL Fig. 5 depicts the performance rat 8E[SearclﬁA f »as a

cell t; is half of the crossing time of an HL cef},, then the function of theload ratio - for a lowly mobile user (i.e. a
timer-based LATS has the potential of reducing the expectedry slow user) and for a h|ghly mobile user. The parameters
paging cost by a factor of four, in comparison to the statig, ¢, are the same as used in Fig. 4. For the lowly mobile
timer method. user7” = 10, while for the highly mobile use?” = 500. For
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O(7?%) candidates for the user location at time A cell x

is a member in the PLA if and only if there exists at least
5 High Mobility - one feasible roaming interval in length describing the user
nor 1 locations at timet = 0,1,2,---7. Thus, given a cell, the

- | verification thatr € PLA has a computational complexity of
O(r), since exactlyr vertices in the mobility graph must be
verified. Since the size of the PLA i8(?), its verification
required at leasD(73) steps. Thus, constructing the PLA must

50—

a0-

paging cost(static) / paging cost(LATS)

® v 1 have a computational complexity 6f(72). O
20 ¢
10 . ®  Low Mobility APPENDIX B
908 x * ) . i .
oléFF > L L o The goal is to show that the following expression is bounded

5 6 7 8 9
Crossing Time of an HL cell t / Crossing Time of an LL cell L

from above byZHt:

Fig. 5. The performance ratié)mwsfﬁgas a function of thdoad -1 1 ;-1
catio 1/t 2ging CosLATS) S= Z o §=j min{(2r +1),2(T — 1)}
both = Ti The perf | h th 2 v
oth usersl™ = 7'7. The performance ratio is linear with the ~ _ in{(2 —
_ T : : : = min{(27 +1),2(T —7)}. (32)
load ratio for a lowly mobile user and quadratic for a highly r+1) ; 2:20
mobile user.

Let us denoted(7;) = S5 min{(2r 4+ 1),2(7 — 7)}. For

7=0
T; < [17, we get that
V. SUMMARY AND CONCLUDING REMARKS
T;—1

An_ LATS for tracking mobilg users in Wir_eless n_etworks 0(T;) = Z (2r +1)=T2 VI, < [Zw (33)

was introduced. It provides a simple mechanism which enable 2
the system to dynamically adjust the registration activity
the system load, in order to reduce the wireless cost of pagi

7=0

j?é)r T; = T, we get that

The tracking strategy is based on a loegistration threshold r£1-1 T—1

(e.q., timer, distance-), which varies from one cell to another, 6(T) = Z 2r+1)+ 2T —7)

as a function of the local load on the cell. Our analysis shows =0 r=[T]

that the LATS strategy can significantly reduce the paging [T7-1 1Z)

cost, in comparison with the LI (static) timer-based method, _ Z (2r +1) + 9 — (T +1) (34)
without increasing thactualwireless cost of registration. This = — 2 '

is done by using nonutilized wireless resources for increasing

the registration activity at idle epochs. The main advantager 7; > [%], we get that

of the LATS strategy over a static method is its ability to T—1

use non utilized system resources. In reality, a static timer (T = 6(T) — Z AT — 7'

is adapted to the maximal local load in the network, at the e

busy hour. Thus, for most of the time it is sub-optimal for —O(T) = (T —=T))? — (T —T,). (35)

most of the cells in the network. The LATS strategy suggests
a significant improvement not only at LL cells, as someor®ubstitute (33)-(35) in (32), we get that
would intuitively expect, but also at highly loaded cells. This is 2%
done by eliminating unnecessary searches after users residing S = m (36)
in LL cells, and by forcing the user to register while crossing
o L : T

flenssl_lr_mz)gﬁi?. Mor.eover, if higher user density is coupled Wit heres — E;f!l 7;2_‘_2:2:[%”1[9@) —(T=T)*—(T-

y (as is the case for vehicular users), then the LATS

strategy offers further performance improvement. \Tjg]'ggt”?r?g:”teA =T - 1T, and6(T) = % in (36),
APPENDIX A 9 [ . T+ 1)(Z)) l7)-1 .

PROOF OF LEMMA 3.1 S:m IZ::ITv L E— 2 (AT+A) .

Consider a 2-D grid system, where the local timer at each 37)

cell changes randomly every time slot, such that the local

timer can take any integer value in the interya)7], with Subtracting the summation ah? from the summation off’?
equal probability for each value. At every time slot, the usave get that forZ” odd

can move, with equal probability, to each one of its eight 772 72 TVOT

nearest neighbors. Thus, the number of cells reachable within |, — {ZJ + 2[5+ 5 - [51(5) -1 . (38)
7 time slots isO(7?), meaning that after steps, there are 2 (r+1)
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Using that forZ” odd, L%J = % and f%—| = %, and that [5] H. Levy and Z. Naor, “Active tracking: Locating mobile users in

T > 1, we get that personal communication service network8CM J. Wireless Networks
’ to be published. o o _
T-1 MT2 4+ 1)Y= (T — 1T -3 [6] U. Madhow, L. Honig, and K. Steiglitz, “Optimization of wireless
Sodd = ( * ) ( )( ) . (39) resources for personal communications mobility trackingBEE Trans.
2 4T(T 4+ 1) Networking vol. 3, pp. 698-707, Dec. 1995.

[7] C. Rose and R. Yates, “Minimizing the average cost of paging under

Hence delay constraints ACM J. Wireless Networksol. 1, pp. 211-219, 1995.
2 [8] C. Rose, “Minimizing the average cost of paging and registration: A
Sl = -1 + 317447 +1 < -1 +1= T+1 timer-based method,ACM J. Wireless Networksvol. 2, no. 2, pp.
O - - .

2 472 + 4T 2 2 109-116, 1996.
(40) [9] S. Tabbane, “An alternative strategy for location trackintEEE J
Select. Areas Communol. 13, pp. 880-892, May 1995.
_ . T T T . . [10] EIA/TIA, “Cellular radio-telecommunications inter-system operations,”
Similarly, using that fol” even| 5 | = [5] = 3, (37) implies Tech. Rep. 1S-41 Revision C, 1995.

that for 7" even

g T n T2 T-2
T2 T 2r(T+1) AT+1)
T T+2 T T+2 T 1 T+1 Zohar Naor (S'98) received the B.Sc. and M.Sc.
=4 — < o+ =T+t =—. degrees in computer science from Tel-Aviv Univer-
2 4(T + 1) 2 2I+4 2 2 sity, Israel, in 1987 and 1992, respectively, where
(41) he is currently working toward the Ph.D. degree in
computer science.
Equations (40) and (41) implv that < Z£L. n He has worked in the areas of digital communi-
q (40) (41) imply <2 cation and wireless networks. His current research
interests include wireless networks, computer com-
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