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Cost-Effective Traffic Grooming in WDM Rings
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Abstract—We provide network designs for optical add—drop ﬂc\ —
wavelength-division-multiplexed(OADM) rings that minimize 0 1 )
overall network cost, rather than just the number of wavelengths
needed. The network cost includes the cost of the transceivers — —
required at the nodes as well as the number of wavelengths. The
transceiver cost includes the cost of terminating equipment as
well as higher-layer electronic processing equipment, which in
practice can dominate over the cost of the number of wavelengths 5 4 3

in the network. The networks support dynamic (i.e., time-varying) ~—
traffic streams that are at lower rates (e.g., OC-3, 155 Mb/s) than
the lightpath capacities (e.g., OC-48, 2.5 Gb/s). A simple OADM
ring is the point-to-point ring, where traffic is transported on
WDM links optically, but switched through nodes electronically.
Although the network is efficient in using link bandwidth, it has

Fiber optic link
Fig. 1. Optical WDM ring.

Fiber link Optical pass through

high electronic and opto-electronic processing costs. Two OADM
ring networks are given that have similar performance but are Node
less expensive. Two other OADM ring networks are considered ¥
. . - Ja n

that are nonblocking where one has awide-sense nonblocking ] o
property and the other has arearrangeably nonblockingoroperty. - { } i / I
All the networks are compared using the cost criteria of number [ \// 11 [ b
of wavelengths and number of transceivers. l 111l

Index Terms—Electronic traffic grooming, nonblocking net- DCS | Lighpaths | pCs T{;g;fg;‘{f;; DCS
works, optical networks, wavelength division multiplexing. lightpaths

Local access
ports

|. INTRODUCTION Fig. 2. Optical node.

N OPTICAL add-drop wavelength-division-multiplexed
(WDM) ring network (OADM ring), shown in Fig. 1, con- of transceiversHere, a transceiver is generic for such systems

sists of N nodes labele®, 1, ..., N — 1 in the clockwise di- asline terminating equipmer{t TE) andadd/drop multiplexers
rection, interconnected by fiber links. Each link carries high-radDM) (or more accurately, half an ADM). All lightpaths have
traffic on optical signals at many wavelengths. The network hése same transmission capacity, e.g., OC-48 (2.5 Gb/s) rates.
a fixed set of wavelengths for all links which we denote by A node in a OADM ring is shown in Fig. 2. Note that some
{wo, w1, ..., ww—1}, whereW denotes the number of wave-of the lightpaths pass through the node in optical form. They
lengths. OADM ring networks are being developed as part oérry traffic not intended for the node. The remaining lighpaths
test-beds and commercial products, and are expected to be amaie-terminated at the node by transceivers, and their traffic is
tegral part of telecommunication backbone networks. Althouglonverted to electronic form, and processed electronically. The
mesh topology WDM networks will be of greater importance ielectronic processing (and switching) includes systems such as
the future, atleast in the near term, ring topologies are viable ISONET/SDH ADMs, IP routers, andigital crossconnect sys-
cause SONET/SDH self-healing architectures are ring orientéeims(DCSs) that crossconnect traffic streams. To simplify the

OADM rings supportightpaths which are all-optical com- presentation, we shall assume DCS systems in the sequel, but
munication connections that span one or more links. We will cotire very same discussion holds for the other type of electrical
sider networks where each lightpath is full duplex, and its signaiedes. In Fig. 2, the DCS is shown representing all the elec-
in the forward and reverse direction use the same wavelength amthic processing, and the transceivers are located at the inter-
route. Since each lightpath is full duplex, itis terminated by a pdace of the DCS and lightpaths. Now some of the received traffic

may be intended for the node, in which case it is switched to a
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DCS DCS DCS work. As it turns out, transceiver cost may reflect
actual costs better than the number of wavelengths.
Note that@ is equal to twice the average number
of lightpaths per node since two transceivers termi-
nate each lightpath.

¢) Maximum Number of Hop&: The costH is de-
fined to be the maximum number of hops of a light-

4 path. It is desirable to minimiz& since it leads to

simpler physical layer designs.

DCS DCS DCS
While most of the previous work on WDM networks
Fig. 3. Point-to-point OADM ring with three wavelengths. dealt with minimizing the number of wavelengths, our
work, which first appeared in [11], is the first to consider
that cross connects traffic from all the lightpaths. The DCS is  transceiver costs. In addition, our cost analyses give for-
wide-sense nonblocking/hich means that a traffic stream may mulas that quantitatively relate network resources with
be routed through it without disturbing existing traffic streams. traffic parameters.
Note that this network does not have a true optical node because) Lightpaths are fixed, although their placement may
lightpaths do not pass through nodes, i.e., traffic at each node is be optimized at start up. This is a reasonable assump-

processed electronically. tion for practical WDM networks at least in the near term
The PPWDM ring has the advantage of being able to effi- because: a) the traffic in a lightpath is an aggregation of
ciently use the link bandwidth for time-varying traffic. The net- many traffic streams, making it less likely to fluctuate sig-

work can route a traffic stream through it without disturbing nificantly; b) automatic network switching for lightpaths
other traffic streams as long as there is enough spare capacity is not yet cost effective; and c) rerouting lightpaths may
along each link of the route. Hence, due to its capability to  cause disruption of service.
switch traffic streams between spare capacity on different wave-3) The networks are circuit-switched and support lower-
lengths, it will be wavelength efficient. Its disadvantage is that ~ speed full-duplex end-to-end connections, all at the
its nodes do not have optical pass-through, resulting in max- same rate. For example, the lightpaths may be at the
imum transceiver cost. For instance, in a typical carrier net- OC-48 rate and support only OC-3 circuit-switched con-
work, each link may have 16 wavelengths, each carrying OC-48  nections. We will refer to these connections tessfic
data. Suppose an OADM ring node needs to terminate only one  streamsWe will let c denote the number of traffic streams
lightpath worth of traffic. In this case, the node would ideally that can be supported in a lightpath, ietraffic streams
pass through the remaining 15 lightpaths in optical form without = 1 lightpath. For example, for OC-48 lighpaths and
“processing” them. On the other hand, a PPWDMr ringwouldre-  OC-3 traffic streams; = 16.
quire the traffic from all 16 wavelengths to be received, possibly 4) Each node has a wide-sense nonblocking DCS that is
switched through an electronic DCS, and retransmitted. large enough to crossconnect all traffic between its

In practice, however, the situation is somewhat more com-  transceivers and local ports.This assumption is real-
plicated. Each lightpath typically carries many multiplexed istic for many practical situations, and will simplify our
lower-speed traffic streams (e.g., OC-3 streams, which are at subsequent discussion. Notice that the cost of the DCS is
155 Mb/s). An OADM ring node cannot extract an individual not considered in this paper. This is reasonable assuming
lower-speed stream from a wavelength without first receiving  that the interface-ports rather than switch-fabric dominate
the entire wavelength. Thus, in the example above, if we had DCS costs because then total DCS cost is proportional
to extract an individual OC-3 stream from each of the 16 with total transceiver cost.
wavelengths at a node, and all the remaining traffic were not

intended for that node, all 16 wavelengths must be receiv%;rt]ﬁg?gczlrlgeg’é%r;gg%?: ngée;] c;)emg[;sfs OfttV\I'.o E{la‘zﬁs;
Note that the problem of designing networks that efficientl P Ic mu gareg onto ightpaths,

0 . . . SO as to minimize transceiver costs as .
grooms traffic(i.e., multiplex/demultiplex lower-speed traffic well as wavelength costs

streams onto and off of higher capacity lighpaths) is nontriviaThIS is the focus of our paper. The second phase may incor-

. . ' orate constraints in organizing the lightpaths. For instance, an
and i lution can hav reat im n network . bpora . .
d its solution can have a great impact on network cost OADM network may be called upon to realize multiple SONET

A. Design Assumptions and Approach rings. This phas_e of network de_sign is treated in a follow-up
. . .. paper that also includes transceiver (ADM) costs [9]. Here, an
In this paper, we will address the problem of designingapp network must realize multiple SONET rings (one ring
OADM rings for cost-effective traffic grooming. Our approach,e, \yayelength). However, the lightpaths are already assumed
will be to propose and analyze a collection of OADM ringq, e given and the focus is on arranging them in rings. Besides
networks under the following assumptions and criteria: [9], the only other studies that consider transceiver costs are
1) Network costs will be dealt with explicitly. The costs of [14], [19], which focus on ring networks without DCSs and for
interest are as follows: specificstatic (i.e., fixed over time) traffic, e.g., uniform static
a) Number of Wavelengthd’. traffic. Typically, researchers have concentrated on numbers of
b) Transceiver Cos): The cost} is defined to be the wavelengths, congestion, delay, or probability of blocking. We
average number of transceivers per node in the nstiould mention that there is previous work on WDM network
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design for lower-speed traffic streams [2], [4], [8], [17], [18], as- Traffic Assumption B:The traffic is dynamic, with traffic
suming static traffic. There are also a number of papers on WDdteams being pre-routed and having simple routes. The traffic
networks withdynamic(i.e., time-varying) traffic (e.g., [3], [1], has integer parametefsand(¢p(i): ¢ =0, 1, ---, N — 1).

[10], [13], [16]), but where lightpaths are switched and lower At any time, the number of traffic streams over any link is
speed traffic streams are not considered. The study of (nonstadismostc - L, assuming no blocking. In addition, each nade
tical) dynamic traffic and fixed lightpaths for OADM networksmay terminate at most- #5() traffic streams from the clock-

seems to be unique to this paper. wise or counter-clockwise direction along the ring. Thus, node
¢ can terminate up t@c - tp(¢) traffic streams, but then half
B. Traffic Models must come from the clockwise direction and the other half must

come from the counter-clockwise direction. [Note thigt (¢) is
When considering a network architecture, the traffic time de-lower bound on the number of transceivers at nodensure
pendent behavior, distribution, and routing are of paramount ime blocking.] O
portance. We consider three traffic types insofar as their time de-Traffic Assumption C:This is thestatic uniform traffic It
pendency is concernesttatic dynamic andincremental Static has an integer parametgrand has exactly traffic streams be-
traffic means that lower-speed traffic streams are set up alltakeen every pair of nodes. Thus(z, j) = g/cif ¢« # 7, and
once, at some initial time, and fixed thereaf@ynamictraffic 7'(¢, y) = 0if ¢ = j. This traffic is commonly used to compare
means that traffic streams are set up and terminated at ar@tworks in the theoretical literature because it requires good
trary times.Incrementalraffic is dynamic traffic, but the traffic network connectivity since all nodes are connected to one an-
streams never terminate. This models the situation when traffither, and its uniformity simplifies analysis.
streams are expected to have a long holding times, as is usually
the case w_lth proy|5|c_>n|ng_of high-speed connectmng today_. C. Proposed Network Architectures
The traffic distribution will be represented by a traffic matrix
T = [T(4, j)], wherec - T'(4, 5) equals the number of traffic  In this paper, we will consider six OADM ring networks. To
streams between nodéand;. Thus,Z°(i, j) is the number of define these networks we need to specify the placement of light-
“lighpaths of traffic” between nodesand ;. Note thatZ’(i, j) paths (and the corresponding transceivers) and a routing algo-
can be fractional. For example, if 24 OC-3 connections (ithm for the traffic streams onto lightpaths. Note that the place-
OC-48= 16 OC-3s) are to be supported betweéemdj, then ment of a lightpath requires finding a route and wavelength for
T(i, j) = 1.5. Ifthe traffic is static, ther? is fixed for all time, it.
while if the traffic is dynamic thefl” is time-varying. Note that  The six networks assume different constraints on the traffic.
placement of transceivers is dependent on the traffic pattemhe following are brief descriptions of each OADM ring and
For example, for each node>" ™" T'(i, 5) is a lower bound  their corresponding traffic constraints. In Section 1, we will pro-
on the number of transceivers it requires. vide a more detailed description of the networks and their costs.
The routing of traffic affects the traffic loads on links, which The following network assumes static traffic.
in turn affect bandwidth requirements. We consider traffic that Fully Optical Ring: For this network, between each pair
either requires routing or angre-routed i.e., they come with of nodes: and; there are[7°(i, 5)] lightpaths between them.
their own pre-computed routes. In addition, pre-routed traffitraffic streams between the nodes are carried directly by these
are assumed to haganpleroutes, which means that they visit aconnecting lightpaths. We consider this network because it
node at most once. In this sense, they are routed efficiently in th&s no electronic traffic grooming (which is why it is called
network. Note that the pre-routed traffic model holds for marifully optical”). It is therefore the opposite of the PPWDM
practical scenarios, such as when traffic is routed accordingriag which has maximal traffic grooming capability. Note that
shortest paths or traffic loads. It allows us to define a maximuimbecomes bandwidth efficient if the traffic is high enough to
“traffic load” over links, which is a lower bound on the numbefill the lightpaths.
of wavelengths to accommodate the traffic. The next two networks are for Traffic Assumption A. Under
We consider three different traffic assumptions (i.e., scéhe assumption, they aronblocking which means that they
narios), given below. The first assumes dynamic traffic thaiill not block any arriving traffic stream. Note that (¢) is a
only has restrictions on the amount of traffic that terminatéswer bound on the number of transceivers at nbtieinsure
at the nodes. The next assumption has pre-routed traffic andaablocking.
maximum traffic load parameter. The parameter is a measure o8ingle-Hub: This network has a unique node designated as
the required bandwidth (wavelengths) on the links. This mod&hub, which has lightpaths directly connecting it to all other
may be more appropriate when wavelengths are limited becanseles. It isvide-sens@onblocking, i.e., traffic streams may be
then the load parameter value can be chosen appropriately. Atded without disturbing existing ones.
final assumption is a uniform traffic assumption used in the Double-Hub: This network has two hubs, which have light-
literature as a benchmark to compare different architectures paths connecting them to all other nodes. This networkas-
Traffic Assumption A:Traffic is dynamic, i.e..I" is time- rangeablynonblocking, which means that it may have to rear-
varying. The traffic has integer parametesgi): ¢ = 0, 1, ---, range existing traffic streams to make way for new ones. Note
N —1). Atany time, each nodecan terminate at most ¢ 4() that rearranging existing traffic streams is undesirable in prac-
traffic streams. Thus, at any time, for each nade  (7) tical networks. However, the double-hub network is reasonably
SN T(, ) andta(i) > ST ). efficient in W and@, so it could be used for static traffic.

S~

O
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Lightpath

Fig. 4. Setting up a lightpath between the first two nodes

The single-hub and double-hub networks are nonblocking for
dynamic traffic, with the only constraint that each nadean

621

New
node

terminate at most - ¢ 4(¢) traffic streams. They result in largeFig. 5. Setting up the lightpaths for two new nodes.

W to accommodate worst-case traffic distributions that lead to

high traffic loads on links. The next three ring networks are for 2) (Recursive step) Let denote the number of nodes cur-

Traffic Assumption B. They requird” > L to insure no traffic
blocking. Notice that the requirement is necessary for any net-
work to be nonblocking. However, the inequality by itself is in-
sufficient because traffic cannot use spare bandwidth at different
wavelengths if they cannot be switched at intermediate nodes.

PPWDM Ring: This is the PPWDM ring network described
earlier. For Traffic Assumption B and” = L, it is wide-sense
nonblocking.

Hierarchical Ring: This is a simple network composed of
two PPWDM subrings, and is wide-sense nonblocking for
Traffic Assumption B. The network uses more wavelengths
than a PPWDM ring, but it often uses less transceivers.

Incremental Ring:This a ring network that is organized
(recursively) from sections of the ring. For Traffic Assump-

rently in the ring. Whilek < N — 2, add two more nodes
tothe ring such that they are diametrically opposite to each
other, i.e., separated by the maximum possible number of
hops (see Fig. 5). The two new nodes divide theringin half,
where each half has/2 old nodes. In one half, each old
node sets up a lightpath to each new node. This requires
one wavelength per old node since each old node can fit
its two lightpaths in a wavelength (since the lightpaths use
disjoint routes). Thus, a total &f/2 new wavelengths are
required. The old nodes in the other half of the ring can do
the same thing and use the sakyi@ wavelengths. Finally,

the two new nodes require an additional wavelength to set
up a lightpath between them. Thus, we need to add a total
of (k/2) + 1 new wavelengths.

tion B, the network is wide-sense nonblocking for incremental 5o the number of wavelengths needed to do the assignment is

traffic. It requires the samé wavelengths as the PPWDM ring,
but a smaller number of transceivers. Since it is wide-sense
nonblocking for incremental traffic, it is rearrangeable non-

W=1+2+3+ +N—N2+N
o 2 8 4

blocking when the traffic is fully dynamic and satisfies Traffic For arbitraryg the wavelength assignment can be done with

Assumption B. Here, rearrangeably nonblocking means that
traffic streams may change wavelengths, but not their routes, to
make way for a new traffic stream.

o= (32)

These six OADM rings are for different traffic models, butvavelengths, wheré/ is even. .
they can all support static traffic. Hence, in Section Ill, we com- WhenJV is odd, we start the procedure above with three nodes

pare their cost$V, @, andH under Traffic Assumption C. Our and add two nodes each time. The number of wavelengths in this

conclusions are given in Section V.

[I. OPTICAL WDM RING ARCHITECTURES

A. Fully Optical Ring by
Consider a network where traffic must be routed on a single

lightpath from its source to its destination. This will require set-

ting up lightpaths between each source and destination node

case can be calculated to be

91 N2 -1

W:{E 8

Clearly, the number of transceivers required per node is given

Q=[2lw-u.

C

between which there is any traffic. We will compute the costBhe maximum hop length is

for the ring assuming the static uniform traffic with parameter

g < ¢. Then we need to set up one lightpath between each pair

of nodes. This type of a network has been considered in [7].
Next, the lightpath set-up will be described using a recursive

w2, o

definition, that appeared in [11] and was also independently di8- Single-Hub Ring
covered in [6]. Other definitions of fully optical rings can be The single-hubring network is for Traffic Assumption A.

found in [21].
We first consider the case whéviis even.

It has a node designated as thda, which will be referred to
as nodeh. An example of a single-hub network is shown in

1) Start with two nodes on the ring (see Fig. 4). The soleig. 6. The hub node is chosen such that it achieves the max-
lightpath that needs be set up will require one wavelengiimummaxo<; < x t.4(¢). As we shall see, this choice for the hub
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DCS DCS DCS DCS DCS
N Hub J \
5 4 h=3
DCS L Hub
DCS DCS DCS DCS DCS

Fig. 6. Single-hub network for the case wheq(7) = 1 for all nodes:.
Fig. 7. Double-hub network when, (¢) = 2 for all nodes:.

minimizes the required number of wavelengths. For simplicit
we will denotemaxo<;«n t.4(?) DY timax.

ItEhacr_:_hnod?hlsldlr;actlli/ COTneCt??htonthsvhl:l?i W(? rl'tght'l Thedouble-hulring network is for Traffic Assumption A. It
paths. Thus, the logicaltopology oTth€ nEWOrKIS a Startopology, ¢ 1o nodes that ateibs An example of a double-hub ring
Traffic streams are routed between nodes by going through the h N . .

S : own in Fig. 7. Without loss of generality, assume one of
hub. The network is wide-sense nonblocking because the DC %?hubs is node 0. and denote the other hub tach node
the hub is wide-sense nonblocking, and for each ridklere are ' 1y

enough lightpaths provisioned to the hub to accommodate allrb"?S cqmmunlcanon cpnnecluons to eagh hup, and the aggregate
its traffic. Thus, we have the following theorem. capacity to each hub is equivalent(to, (<) /2) lightpaths. This

Theorem 1: For Traffic Assumption A, the single-hub ring jsallows node to send (and sink) up (t.4(?)/2) traffic streams
wide-sense nonblocking. to (and from) each hub.

é. Double-Hub Ring

The number of wavelengths requiredi€/2) 3=, ., ta(i)] We will now descripe how the communication connec-
because there ar®,_,, ta(i) lightpaths, and we can fit two tions are realized b)_/ _Il_ghtpaths. We will use the following
lightpath connections into a wavelength (the lightpaths on tkminology and definitions. The nodés 1, 2, ---, h — 1
same wavelength use disjoint routes along on the ring). will be referred to aside 1of the ring. The rest of the nodes

We have the following properties of the single hub ring: &, ~+1, ---, N —1will be referred to aside 2of the ring. We

W= ((1/2)[2?;01 £4(1) = toas]]. will also use the notatlotf7>(?A(z)/2) to denot_e theb fr_actlonal
cQ = 2(2?‘:_01@4('5) — tma)/N since there are part of(¢.4(¢)/2). Note thatfr(¢.4(:)/2) is zero ift 4 (¢) is even

and1/2 if t4(¢) is odd. We will refer to nodes that have odd
t4(¢) asodd trafficnodes.

We will now describe how nodes in side 1 connect to the hubs.
(Note that the nodes in side 2 are connected to the hubs in a sim-

Now, note that since the single-hub ringwéde-sense non- ilar way.) Each node in side 1 uses(t.4(i)/2)| wavelengths

blocking it is also rearrangeably nonblocking. The followin . ; . .
theorem gives a simple lower bound on the number of wa\aé)— carry|(t.(i)/2)] lightpaths directly to each hub. The light-
aths are routed only using links on side 1 of the ring. Note that

lengths required for such a OADM ring, and we give its prod?_ ; ) .
for completeness. Notice that the number of wavelengths IS POSsible to use onli(z.4(z)/2)] wavelengths because light-

the single-hub ring is about twice as much as the lower bourRtNS 90ing to the two hubs have disjoint routes. N
However, in the next subsection, a rearrangeably nonblockingNote that ifz.4(7) is odd then nodé must have an additional
OADM ring is given that almost meets the lower bound. 1/2 (= fr(ta(:)/2)) worth of lightpath connection to each hub.

Theorem 2: Consider a rearrangeably nonblocking OADMTI hese “half-a-lightpath” connections are realized by having two
ring network under Traffic Assumption A. Suppo3eis even, odd-traffic nodes share a wavelength. For example,ahdv

SN ta(d) — tmax lightpaths.
« H = N — 1 since lightpath routes may be forced to cir
cumvent the ring to minimize wavelengths.

and for each nodé = 0, 1, ---, N — 1, t4(i) = 7, wherer are odd-traffic nodes sharing a wavelength and v then there

is some integer. Then the number of wavelendthss at least would be lightpaths between the pas ), (u, v), and(v, h).

[T(N/4)]. Thus, if» # 0 then there would be three lightpaths, and i 0
Proof: Consider the case where far = 0,1, .-, thenthere would be two lightpaths. Now nodeandw can use

(N/2) — 1, there isc - 7 traffic streams between the pair ofhalf the bandwidth of a lightpath to carey2 traffic streams to
nodesi andi + (/N/2). Since each traffic stream must traversand from each hub.

/2 links, there areV/2 pairs of nodes, and there aielinks, |t is straightforward to check that number of wavelengths
the average number of traffic streams going through a link muglquired for side 1 of the ring i§1/2) E:L:_Ol t4(1)]. Note that
be at least nodes 0 and: each have(1/2) 32"+ ¢ 4(4)] transceivers to
N N terminate lightpaths on side 1. Eachnade 1,2, ---, h — 1
CTio S have2|(t.4(¢)/2)] transceivers to terminate lightpaths with a
N (2)  “full lightpath worth” of connection, and had fr(t.4()/2)]

transceivers to terminate lightpaths with “half a lightpath
which is equal tdc - N - 7)/4. The theorem is implied. [0 worth” of connection. Thus, each node= 1,2, ---, h — 1
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has 2[(t4(4)/2)] transceivers. Hence, the total number of
transceivers that terminate lightpaths on side 1 is

Lh—1 Lh—1 i
2 E ;u(i)w + ; 2 [#w .

Similar calculations can be done for side 2. Thus, we have

W = Inax{ ’V% ZtA(L)-‘ , ’V% i: tA(L)-‘ }

i=h

1 1 h 1 Nl Fig. 8. Three-stage switch f&¥ = 6, ¢ = 4, andt 4(i) = 2 for all nodes.
Q== <2 k;m(i)w +2{§i§rlm(z)w ’ ’ )
el (i) N-1 £ () in Fig. 8, that supports directed traffic streams. The first stage
+22 [A—w + Z 2 [A_D hasN vertices denoted byy, s, -- -, sxy_1, Wheres; repre-
i=1 2 i=ht1 2 sents node in the ring network. The second stage has two ver-
and tices representing the two hubs. The third stageMagrtices
denoted by, di, ---, dy_1, Whered; also represents node

0o hON & in the ring network. Hence, noden the ring is represented by
= maxih, N — h}. two verticess; andd; in the three-stage switching network. (It

To compardV with the simple lower bound in Theorem 2 will be shown shortly that if is a hub, then it is also represented
let NV be evenj = N/2, and for all nodes, 4 (i) = , where by a vertex in the second stage of the three stage switching net-

7 is some integer. TheW = [+N/4], which equals the lower WOK.) _ _ o _
bound. Each vertexs; in the first stage has(z.4(¢)/2) input links

Theorem 3:Consider Traffic Assumption A and theWhich represents the fact that noden the ring can source
double-hub ring network. Supposeis even and, for each c(tA(il)/Q) directed traffic streams. Similarly, each vertgxin
nodei, ¢ - £4(i) is divisible by four. Then the double-hub ringthe third stage has(¢,(¢)/2) output links which represents the
network is rearrangeably nonblocking. fact that node in the ring can be the destination € 4(¢)/2)

Proof: The double-hub ring can be viewed as a switchingirécted traffic streams. . .
network where lower-speed traffic streams are routed betweerF-2ch vertexs; in the first stage hag(#.4(i)/4) links to each
nodes via hub nodes. Note that the traffic streams are full duplét€x in the second stage, and each vedfer the third stage

(i.e., bidirectional) so they do not have distinct source and dd@sc(t.(é)/4) links from each vertex in the second stage. Thus,
rticess; andd; together have(¢.1(¢)/2) links to each hub.

tination nodes typically used to define connections in switchiﬁ{g’f1 - . :
networks. We will artificially give each traffic streamdirec- ese links represent the fact that nade the ring network

tion, so that it will have a source and destination. Note that tf&n have:(t.(¢)/2) traffic streams to each hub.
directions are used for routing purposes only, and the traffic The three-stage switching network is rearrangeably non-
streams are still full duplex. Also note that the directions fd}ocking. This can be shown by first transforming it into a
traffic streams may change over time which may be necess#}ge-stage Clos network (see [12] for a description of a Clos
for rerouting. nétwork). In 'part|cular, each verte; in the f|.rst stage is
We can assume that any collection of traffic streams, can f@nsformed intoc(z4(2)/2) vertices, each having two input
directed so that at each nodet most(t +(i)/2) streams are di- links and one link to each sec_ond-stage vertex. Slmllarly, each
rected into it or out of it. This assignment can be done as followég"ex d; in the third stage is transformed inidt.4(¢)/2)
Since each nodéhas an even value far- £4(i), we may as- vertices, each having two output links, and one link from
sume that each nodéerminates exactly- 4 (¢) traffic streams. €ach second stage vertex. The Clos network is rearrangeably
Otherwise, the assumption can be made true by greedily addm:gnblocklng becaus_e there are two mput links at each first-stage
dummy streams, where streams that have both their ends ¥&1€X, two output links at each third-stage vertex, and two
minating at a single node are allowed. Since there is an eW§ftices in the second stage [20], [S]. The original three-stage
number of traffic streams incident to any node, we can find%tWOrk is rearrangeably nonblocking because it can emulate
Eulerian walk[15] where the streams are treatededgesin a the Clos petwork. Hence, the double-hub ring is rearrangeably
multigraph(i.e., a graph that can have multiple edges betwe8fnPlocking. .
pairs of nodes), anself-loopedges (i.e., edges from a vertex to
itself) are possible. Recall that such a walk is a tour that visigs Point-to-Point WDM Ring
each edge exactly once and then returns to the starting node. Thg/e will present the costs of the PPWDM ring network as-
traversal of such a tour gives directions to the streams such tgining Traffic Assumption B. The network h#$ = L. There-
at each nodé, exactlyc(t.4(i)/2) (real or dummy) streams arefore, the network is wide-sense nonblocking. For the ring, ob-

directed into and out of it. viously, the number of transceivers per node is
With the traffic streams directed, the double-hub ring can be

viewed as emulating a three-stage switching network, as shown Q=2W 3)
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'WDM rin
Local PP g End Node |~—————— Internal Nodes Its) —————>| End Node

U\ / I Subnet s 1

Backbone PPWDM ring Fig. 10. Segment of subnet

ring. Between nodes{, andv{ the traffic stream will be as-
DCS DCS DCS signed lightpaths from the backbone PPWDM ring. Thus, the
backbone access PPWDM ring serves as an access network to the back-
bone PPWDM ring, and the backbone PPWDM ring transports
Fig. 9. Hierarchical ring with parameter= 2, 7 = 1, andL = 3. traffic streams across the network. The traffic stream will not
be blocked because enough wavelengths have been provisioned.
and the maximum hop length is In particular, thel. wavelengths of the backbone PPWDM ring
are sufficient to transport traffic across the network. Also, the
H=1 (4) (a—1)T wavelengths of the access PPWDM ring are sufficient
for traffic streams to access neighboring backbone nodes be-
cause between backbone nodes there are at(mest) access
nodes and each of then can terminate at mostraffic streams
In this section, we will describe thdierarchical ring from the clockwise or counter-clockwise direction along the
Throughout the section, we will assume Traffic Assumption Bing. Thus, we have the following result.
To simplify the discussion, we will also assume that for each Theorem 4:Consider Traffic Assumption B. The hierar-
nodei, tp(i) = 7, wherer is some integer parameter. chical ring network is wide-sense nonblocking.
The network has an integer > 0, and has a total oft” =
L+7-(a—1) wavelengthsL of the wavelengths are referred tor |ncremental Ring
asbackbonavavelengths, and the othef« — 1) wavelengths ) _ _ ) _ )
are referred to aaccesswavelengths. The nodes of the ring In this section, we yv|llcon5|<jerthacrementa! ring netwo_r.k
are also classified intaccesr backboneypes. Note that the Throughout the section, we will assume Traffic Assumption B
backbone nodes a® «, 2a, ..., ([N/a] — 1)a, while the anc_i mc_:remental traffic. The network hég = L wa\_/elengths _
other nodes are access nodes. Thus, the nodes are arrangediigh is the same number as for the PPWDM ring. We will
that there are at most — 1 access nodes between any ConSGE[St describe the network arChitectUre, and then show that it is
utive pair of backbone nodes. The backbone wavelengths grRnblocking for incremental traffic. At the end of the section, we
used to form a PPWDM ring among the backbone nodes. YWl pre;entastrategy to configure the architecture to minimize
other words, lightpaths are formed between consecutive bafi@nsceiver cos).
bone nodes using the backbone wavelengths. We will refer tol Ne incremental ring network is organized with respect to
this as thebackbone PPWDM ringNote that lightpaths at the Pieces of it, calledsubnets A subnets is composed of a se-
backbone wavelengths have at mastops. guence of links (and nodes) along the ring in the clockwise di-
The access wavelengths are used to form a PPWDM riﬁ%ction. This sequence will be referred to assegmentThe
among all nodes, both access and backbone types. In otfigbnet'slengthis the length of its segment. The subnedisd
words, lightpaths are formed between consecutive nodes usii@§lesare the nodes at the end of its segment. The rest of its
access wavelengths. We will refer to this asaieess PPWDM Nodes are referred to as timéernal nodesand denoted by(s).
ring. The lightpaths at the access wavelengths have one hopi9- 10 shows a segment and its end and internal nodes.
Fig. 9 shows an example hierarchical ring. It is straightfor- A subnets is also composed of a collection of wavelengths

backbone

E. Hierarchical Ring

ward to show the following properties of the hierarchical ring@nd lightpaths. The wavelengths ai@, w, ..., we(;)—1,
where r(s) denotes the number of wavelengths fer The
W=L+(a-1)r lightpaths only use the wavelengths and linkss of
Q =2(a— )7+ 2(L/N)[(N/a)] The incremental ring architecture is organized asea of
H =a. subnets. Theoot subnet has a segment that includes all the links

of the ring. The segment starts and ends at some node, which we

Note that the value ofc can be chosen to minimiz@. For refer to as theoot node The number of wavelengths for this
large IV, the optimal value ofx is approximately/L /7. subnet isW, i.e,r(root) = W.

The lightpath assignment algorithm for the ring network is If a subnets has length greater than one (i.e., it has at least
as follows. Consider an arriving traffic stream with its routeone internal node) then it is referred to gsaaentsubnet. Note
Suppose we follow the route in the clockwise direction arournttiat theroot subnet is a parent iv > 1. A parent subnet has
the ring. Letuy andw; be the first and last nodes of the routetwo childrensubnets, say, ands;. The segments of the chil-

Let v, andv} be the first and last backbone nodes, respectiveliten are defined by bisecting the segment af some internal
along the route. The traffic stream frosp to v, and then from node denoted by(s) € I(s). The resulting subsegments are the
v} to vy will be assigned lightpaths from the access PPWDIgegments fogg ands;. The number of wavelengths assigned to
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Wavelengths  Node m . “i‘k contiguous sequence of lightpaths along the route that can carry
ey - ANANS M M D the stream. To define the LAA for the ring, we will define LAAs
.._  for the subnets.

T oW1 - Swbnas 4-4- The LAA for a subnet takes a route and assigns a contiguous
Trensit e T1-i-  sequence of its lightpaths along the route that have spare ca-

ACOC e "T7777  pacity. Thus, a traffic stream following the route can be carried
Internal 4, ‘_“’_‘:: Child Subnet 5, . Child Subnet S, :_._‘_* by the lightpaths. The route is assumed to be entirely in the seg-
v O B R L il i mentofthe subnet. Thus, the route may actually be part of some
T ) 2 A N/l O/ O A e P larger traffic stream route that goes through the subnet. There

N,,?Se are two kinds of routednternal andtransit An internal route
ends at least one internal node of the subnet, while a transit route
Fig. 11. Parent subnetcomposed of its two children subnetsands; . does not, i.e., it ends at the end nodes.

We will describe the LAA for a subnetby first assuming that
each of the children is(so) = 7(s1) = p(s), wherep(s) is 5 is a parent subnet, as shown in Fig. 11. How the LAA assigns
defined to be lightpaths to a route depends on whether the route is internal or

transit. If the route is internal then it is first split at the bisecting
nodeb(s). (Of course, it is not split if it does not pass through
p(s) = min ¢ 7(s), Z tp(i) ¢ - (5) b(s).) The resulting subroutes fit into the segments of the chil-
iCl(s) dren subnets of. The LAAs of the children are used to assign
lightpaths to the subroutes. These assignments combine to pro-
vide the assignment for the original route. However, if the route
is transit, then the LAA will first attempt to assign a lightpath
min { W, Z tp(i) (6) ona transit wavelength of to the route. If all such lightpaths
have no spare capacity then the LAA assigns lightpaths to the
route as if it were an internal route, i.e., it uses the LAAs of the
sincer(root) = W and for an arbitrary parent subnétand children subnets.
its child s*, > e 7y tB(E) 2 Xier(sr) tB(0)- Fig. 11 showsan  The LAA for a leaf subnet is simpler because all routes and
example subnet, its bisecting nodé(s), and two childrens;  wavelengths are transit. A route is assigned to a lightpath of
ands; . As shown in the figure, the(s) wavelengths of are cat- with spare capacity.
egorized into two types fas: internal andtransit The internal ~ We have completed the definition of the LAAs for subnets.
wavelengths ofs are {wo, wi, ..., w,)—1}, and the transit The LAA for the root subnet is basically the LAA for the in-
wavelengths of are{w,s), Wy(s)41, - - -» Wr(s)—1 - Thus, the cremental ring. In particular, the LAA for the incremental ring
p(s) internal wavelengths of are the wavelengths of its chil- will assign lightpaths to an incoming traffic stream as follows.
dren. This categorization of wavelengths will be used later tofirst splits the route of the stream at the root node (if the route
define where lightpaths are placed in the subnet, and how lightsses through the root). The resulting subroutes are entirely in
paths are assigned to traffic streams. the root subnet and can be assigned lightpaths by the subnet’'s
If a subnets has only one link, then it has no children and i€ AA. This lightpath assignment is an assignment for the traffic
called aeafsubnet. Leaf subnets only have transit wavelengthstream since the lightpaths that meet at the root node can be
Now note that the collection of leaf and parent subnets formceossconnected.
tree of subnets, where the root and leaf subnets are the root andext we will prove the following property.
leaves, respectively, of the tree. Also note that a subnet can b&heorem 5: Consider an incremental ring network under
both a child (of some subnet) and a parent (of two other subnef&affic Assumption B and incremental traffic. Then the incre-
Next, we define how transceivers are placed at each nodental ring network is wide-sense nonblocking.
which will in turn define the placement of lightpaths. First, the The theorem is implied by the next lemma, which uses the
root node hag@W transceivers terminating each wavelength ofollowing definitions. Consider a subnetThe subnet is said to
both of its links. For all other nodes, the placement is as followlsavespare capacityn a link if one or more of its wavelengths
A node must be a bisecting nodigs) for some parent subnet have spare capacity in the link. The subnet is said tovioke-
The nodeb(s) has2p(s) transceivers, which terminate wavesense nonblockinif given a route, the LAA of the subnet will
lengthswy, . .. w,,)—1 on each of the node’s links. Thus, forfind a lightpath assignment for the route as long as the subnet has
subnets, its end and bisecting nodes terminate lightpaths on gpare capacity in each link along the route. Note that having the
internal wavelengths, whilenly its end nodes terminate light- spare capacity does not preclude a valid lightpath assignment
paths on its transit wavelengths (refer to Fig. 11). Thus, lightecause in order for a set of lightpaths to carry a traffic stream
paths on its transit wavelengths directly connect its end noddsy must terminate at the ends of the route, and at common
and cannot be used for traffic streams that terminate at its intermediate nodes. Note that the next lemma implies Theorem
ternal nodes. 5 because it is applicable to the root subnet.
To complete the description of the incremental ring architec-Lemma 1: Consider an incremental ring network under
ture, we define itdightpath assignment algorithif AA). The  Traffic Assumption B and incremental traffic. Then each subnet
LAA takes an incoming traffic stream with a route, and finds a of the ring is wide-sense nonblocking.

Note thatp(s) is equal to

i€1(s)
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Proof: To prove the lemma for leaf subnets is trivial since v. Letq(i, k) = min,ccq, ;) ¢ (4, k). Thus,q(i, k) is
the subnet has only one link. Thus, we will only consider parent  the minimum number of transceivers at the internal nodes
subnets. The proof of the lemma is by induction. Consider a  I'(¢, k) assuming that (i, k) is the segment of a subnet.

parent subnet and its two children subnetg ands;. We will Notice that for each nodg 2W + ¢(¢, N) is the minimum
assume that the children subnets are nonblocking, and proceathber of transceivers in the incremental ring, assuniiigy
to show thats is also nonblocking. the root node because there 8 transceivers atand a min-

Let us see how subnetassigns lightpaths to traffic streamgmum of ¢(¢, N) transceivers at all other nodes. Thus, the min-
over time. Initially, there are no traffic streams so all lightpathisnum number of transceivers for the incremental ringie +
in the subnet are empty. As traffic streams arrive they are asin; q(i, V).
signed lightpaths so that internal traffic (i.e., streams that ter-We now describe the strategy to determine the root and
minate at internal nodes @) are assigned to lightpaths withbisecting nodes. It consists of two steps. The first step is
internal wavelengths, and transit traffic (i.e., streams that do riet compute the values fog(i, k) for all nodes: and all
terminate at internal nodes sf are assigned to lightpaths withk = 1, 2, ---, N by using
transit wavelengths. .
Note that this can continue while transit traffic does not com- 4(%> %) )
pletely fill lightpaths with transit wavelengths. This is partly 0,. ifk=1
due to the traffic model which assumes that each internal node UL <5 <k o .
i € I(s) can terminate at most- 5 (4) traffic streams from the _ (q(i, g) + q((i + j)modN, k — j)
clockwise or counter-clockwise direction. This implies that for )
any link of the subnet, the number of internal traffic streams that +2min ¢ W, Z tp(n) o if &> 1.
go over it is at most - p(s). The internal traffic can be accom- nel’(i, k)
modated by the lightpaths with internal wavelengths because: (1)

1) children subqets are assumed to be nonblocking and ¢ equation is true fok = 1 because (¢, 1) corresponds to
cupy thep(s) internal wavelengths; and _ a leaf subnet, which has no internal nodes. The equation is also

2) bisecting nodé(s) (which is between the children sub-y e for > 1 because: 1) the minimum is over all bisecting
nets) terminates all the internal wavelengths with tranﬁ'odes(i + j)mod N for a subnet with segment(s, k); 2) the

ceivers, and can therefore crossconnect the spare capa@'%sq(i j) andq(i + j, k — j) are the minimum number of

in the two children subnets. _ transceivers at internal nodes of the two children of the subnet;
Thus, while transit streams do not completely fill the trans§g 3) the term

wavelengths, internal traffic streams will be accommodated

by lightpaths at internal wavelengths. Hence, there will be no

blocking. 2min ¢ W, Z tp(n)
Now, at some point, the lightpaths with transit wavelengths n€l’ (i, k)

may become completely filled. Then the only spare capacit . . . S
left in the subnes is in its internal wavelengths. Arriving traffic @/the number of transceivers at the bisecting node which is twice

streams will not be blocked from this spare capacity because {ﬁé ;h$ valﬁes ‘:;"{({('ir;)} are det?fl’hil’lf?dg b¥ firsfl corr(;pu}ing
spare capacity resides in the nonblocking children subnets, &t ) for all nodes:, then computingy(%, 3) for all nodes:,

. . .. .and so forth.
the bisecting nodé(s) can crossconnect the spare capacity i . . . .
9 (s) P pactty The second step is to determine the root and bisecting nodes

the two children subnets. o . .
traat minimize the number of transceivers in the network from

Finally, we will describe a strategy to place transceivers (art1he values of g(-, -)}. This is straightforward. In particular, the

lightpaths) to minimize the transceiver cost. Notice that thr?odei that minimizesmin; (i, N) is the optimal root node.

placement of transceivers is dependent on the choice of rq%te node(i + j)mod N that minimizes the right-hand side of

and bisecting nodes. Thus, the strategy is to find an Opt'”@iis the optimal bisecting node for the corresponding subnet.

choice of.tr'ulese nodes. Before presenting the strategy, we IS straightforward to show that this two-step strategy has time
some definitions.

complexity O(N3).
1) Leto(4, k) denote a segment of the ring that starts at node
1 and goes clockwise oyé;rlinks. ' lIl. COMPARISONS
2) Let I'(i, k) denote theinternal nodes ofo (4, k), i.e., ] ) . ] .
I'(6, k) = {(i + j)modN: 0 < j < k}. In this section, we will compare the six OADM ring networks

3) Consider all possible ways of configuring the incrementl} the previous section. Note that the networks operate under dif-
fing, i.e., all possible ways of choosing the root and bf_erent traffic models. Table | lists the networks with their traffic

secting nodes. Of these, consider all configurations tH@pedels and switching capabilities. To compare their costs, we
have a subnet with segmenti, k). Let (4, k) denote will use the uniform static traffic model with parametgbe-
these configurations of the inc’remental rir;g. cause all six networks can operate under this model. Recall that

4) For each configurationy € C(4, j), let ¢ (i, k) be the traffic hagy traffic streams between every pair of nodes, i.e.
S R ANS]

the number of transceivers placed at the internal nodes

. if ¢ £ 7
I'(¢, k) assuming the incremental ring is configured as T, j) = {g/c otélti\}\}/ise. (8)
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TABLE | Also note that the average number of hops of a traffic stream
COMPARISON OF THETRAFFIC MODELS AND SWITCHING CAPABILITIES OF ; _ _ -
THE SiX OADM RiNas ;ng =(N+1)/4+ (1/4( 1)). Note that for arbitrary
Traffic Switching
Network Assumption Capability N+1 N odd
Tully Optical C, static not applicable 4
Single-Hub A, dynamic wide-sense nonblocking H Avg = N 41 1
Double-Hub A, dynamic rearrangeably nonblocking + + N even
PPWDM B, dynamic wide-sense nonblocking 4 4N - 1) ? ’
Hierarchical B, dynamic wide-sense nonblocking
Incremental | B, incremental | _wide-sense nonblocking Thus, the average number of traffic streams going through a
link is at least
To simplify the comparison we will also assume thdétis a g) = Hawg x Total tcrafflc
power of two. Number of links
Note that the costs of the fully optical ring have already been Hoavg ¥ LZZC T4, 7)
. . X ) vg X 2 )
presented for the static uniform traffic. We will proceed to
present the costs of the other five of the OADM rings in the fol- = N
lowing order: single-hub, double-hub, PPWDM, hierarchical, Nl 1
and incremental. =g(N-1) < s Taw o1 )
For the single-hub and double-hub rings, the céBtand( (V-1
are a function of¢4(¢): ¢ = 0, 1, ---, N — 1). For the static Therefore, we can set
uniform traffic,¢.4(¢) = u.4(g) for all nodesi, where (g)
L= [—w (11)
_ eV -1) ¢
uag) = [ - )  Then we have the following costs.
PPWDM Ring:
because each node terminatg®’ — 1) traffic streams. Thus, W =T(s
we have the following costs. =[(tg)/0)]
Single-Hub Ring: Q =2[(¢(g)/c)]
) H=1.
[ w Hierarchical Ring:
=2u4 1—OWD W =[(£(g)/)] + (e = Dyun(g)
= /2> Q =2(a - Dus(g) + (2/N)[(Ug)/)] [(N/a)]
Double-Hub Ring: Assuming the hubs afgandN/2, H =a
Incremental Ring:
W =[ua(g)(N/4)]
LN wa(9) W = [(g)/o)].
Q=% (4] Fuale)| + (v —2)2| =27 |
N 4 2 To determine the other costg and H, we assume that the
=(N/2). bisecting nodes for each subnet is exactly in the middle because

this will minimize @. Thus, all subnets havkength (i.e.,

For the PPWDM, hierarchical, and incremental ringdength of its segment) that are powers of two. If a subnet’s
the traffic streams should satisfy Traffic Assumption B. Wiength is2’ (for somes) then its bisecting node terminates
will assume that the pre-routes of the traffic streams argin{W, ug(g)(2" — 1)} wavelengths. Let/ be the largest
shortest hop paths. Next we determine appropriate values ¥atue such thatv > wug(g)(2/ — 1). Then a lightpath can
{tp(i):i=0,1,---, N -1} andL. pass through a subnet of lengzh without going through an

Note that sinceV is even, nodes at opposite ends of the ringptermediate transceiver. However, a lightpath cannot make
(e.g., arbitrary nodé and node(i + (N/2))mod N) have two such a pass through a subnet of lengtht! because the
shortest paths, each on opposite sides of the ring. We will &ssecting node terminates &l wavelengths. Thus
sume that the traffic streams between them are split as evenly as 5ol
possible among the two paths. Thus, one path will Haye] -
streams, while the other will hayg /2] streams. Then the nodeand we also have the simple upper bound
requiresup(g) transceivers on each of its links just to terminate

its traffic streams, where H < [(W/up(g)) +1].
N Finally, note that
wio) =2 (“ 2 )| ao o, 51

Q:% W+ > 2”2mln{W up(g )<]2V 1)}

Therefore, we seftp () = wp(g) for all nodesi. i=0
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TABLE I §
ASYMPTOTIC RELATIVE COSTS FORDIFFERENTOADM RING NETWORKS \ Fully Optical
ASSUMING THE STATIC UNIFORM TRAFFIC WITH PARAMETER ¢, AND N IS 9o | @-—# Single-Hub
LARGE AND A POWER OFTWO \ &2 Double-Hub
*——% PPWDM
| +—H1 Hil hical
Asymptotic Relative Costs | <E>_<>|n|§,r:,r:e,’§:|
W/ Whin Q/Qmin H/Hmin 70 |
" N v |
Fully Optical Lorel A P |
Single-Hub 4 2 % < !
Double-Hub 2 2 % ; \
- Y |
PPWDM 1 N 1 E
Hierarchical (« = {/N/4) 1 NO3 i—NO’S
Incremental 1 2log, N %

since the root node terminates Bll wavelengths, and there are

2¢ subnets of lengthV /2%). We also have a simple upper bound
for Q:

1 log, N—1 N
Q< — | 2W+ Z 20 2up(g) = Fig. 12. Relative coStV/ Wi for N = 8,¢ =16,andg =1, 2, - - -, 16.
N =0 2
w 7.0
<2 (W +up(g)log, N) . (12)

G—0 Fully Optical
®—-® Single-Hub
. . . . . A4 Double-Hub
To smpln‘y the comparison of the six QADM ring networks, X frewoM
we provide Table Il which hassymptotic relative costas- &~ Incremental

suming NV is large. Therelative costsare a ratiosW/Wyin,
Q/Qumin, and H/H iy, Where Wi, = [4(g)/c], Qmin =
74(g), and Hy,;n, = 1. Note thatW,yin, Qmin, and Hy,, are
simple lower bounds for the cost®, @, and H, respectively.
The asymptotic relative costs given in the table are approximate
because small terms are ignored for lafgeFor example, for

the hierarchical ringlV /Wi, is larger than one, but the entry

in the table is 1 becaudény_..o W/ Wi = 1. Also note
that for the hierarchical ring, we assume thas approximately
V(N/4) (= \/(L/75(g))), which minimizesq.

Based upon Table I, we draw the following conclusions:

1) If wavelengths are plentiful, then the single-hub ring is _ )
a good choice, since it has low transceiver cost and c&f- 13- Relative cos)/Quin for N =8, ¢ =16, andg = 1, 2, -+, 16.
support dynamic traffic. The double-hub ring is a good

choice if the traffic is static (and not necessarily uniform), Note that Table Il is based on the unrealistic assumption that
since it requires only half the number of wavelengths and is very large. However, Figs. 12 and 13 shéky W.,;,, and

has about the same transceiver cost. Q)/Qmin values, respectively, for the more realistic value of
If wavelengths are precious then the PPWDM, hieraiy = &. In the figuresc = 16 (e.g., traffic stream= OC-3,

chical, and incremental rings are reasonable choices figihtpath= OC-48), 4 ranges from 1 te& = 16, and it is as-
OADM ring networks, since they use minimal wavesumed that the hierarchical ring has= 2. Fig. 12 shows that
lengths. The PPWDM ring provides the most efficienthe PPWDM and incremental rings have the optifalFig. 13
use of wavelengths for dynamic traffic. If there arghows that minimun® is attained by different networks for dif-
some spare wavelengths then the hierarchical ring cferent values of;. Forg = 1 and 2, the single-hub ring has the
potentially reduce the transceiver cost. If the traffic ismallest. Forg > c¢/2, the fully optical ring has the smallest
static (and not necessarily uniform) or incremental, tha@. Surprisingly, for2 < g < ¢/2, the incremental ring has
the incremental ring is a good choice, since it minimizethe smallesty Thus, for small to moderate values @{which
wavelengths and has low transceiver cost. is where traffic grooming is most interesting), the incremental
An interesting point is that the fully optical network has theing attains the minimum or is near minimum for bathand
smallest transceiver cost in the ran@g¢2) < g < c. For this W. In fact, its improvement irf) over the PPWDM ring can
range, each pair of nodes has at least half a lightpath worthbaf significant. For example, in the cage- 4, the incremental
traffic between them. For smaller valuesmthe single-hub and ring has a2 that is 25% smaller than the one for the PPWDM
double-hub rings have lower transceiver cost. ring. To translate this into dollars, suppd$e—= 32 and the cost

Q/Q_min

2

~
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W/W_min

16.0

1.0

6.0

G—=© Fully Opticat
©®—® Single-Hub
£—2 Double-Hub
*—* PPWDM
&G—= Hierarchical
&— Incremental
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IV. CONCLUSION

We have proposed and analyzed a number of OADM ring net-
works. At one extreme is the single-hub ring that requires large
amounts of bandwidth (wavelengths) but has small transceiver
cost. At the other extreme is the PPWDM ring that requires
minimal bandwidth (wavelengths) but has maximum transceiver
cost. In the middle we have the hierarchical ring that provides
a trade-off between numbers of wavelengths and transceiver
costs. Also in the middle, we have the double-hub and incre-
mental rings. These last two do not support fully dynamic traffic,
but seem to be reasonable solutions for static nonuniform traffic,
and in the case of the incremental ring can support incremental

[1]
Fig. 14. Relative codt// Wi, for N = 16,¢ = 16,andg = 1, 2, - - -, 16.
[2

(3]

G—=©Fully Optical
@——@ Single-Hub
£——A Double-Hub
*— PPWDM
5—F Hierarchical
S>—= Incremental

(4]

11.0
(5]
(6]

QQ_min

(7]
(8]

(9]

[10]
Fig. 15. Relative cos)/Qmin for N = 16,¢ = 16,andg =1, 2, - - -, 16.

[11]
of a “transceiver” is $75 K, which includes half-an-ADM ($50 ,,,
K), a transponder ($20 K), and a WDM cost per wavelength per
terminal ($10 K). Then a node in the PPWDM ring will cost [13]
2 x Wx $75 K= $4800 K, and a 25% cost savings translates
to $1200 K. [14]

Notice that the hierarchical ring has higher cost than the
PPWDM ring for all values of;. This is due to theV being a
relatively small value of 8. SmalV means small average hop [15
lengths for traffic streams (average hop length of approximately
2.3), which in turn implies low amounts of transit traffic. For [16]
larger N, the hierarchical ring will have better cost than the
PPWDM ring. Figs. 14 and 15 shoW /W, and Q/Qmin
values, respectively, faV = 16. Here,c = 16 anda = 2 as
before. Now the transceiver co&tfor the hierarchical ring is
smaller by about 25% than for the PPWDM ring. Thdor the
incremental ring is 44% smaller than for the PPWDM ring for
even values of;. Note if a PPWDM node costs $4800 K, then
a 44% savings translates to $2112 K.

(17]

(18]

[19]

traffic.
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