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Abstract—Using multicast delivery to multiple receivers reduces tle ag-
gregate bandwidth required from the network compared to ushg unicast
delivery to each receiver.

To encourage the use of multicast delivery, a higher amountfdoand-
width should be allocated to a multicast flow as compared to a nicast
flow that share the same bottleneck, but without starving theunicast flow.
We investigate three bandwidth allocation policies for mulicast flows and
evaluate their impact on the bandwidth received by the indivdual re-
ceivers.

The policy that allocates the available bandwidth as a logathmic func-
tion of the number of receivers downstream of the bottleneclachieves the
best trade-off between maximizing the receiver satisfaatin and keeping
fairness high!

Even for random networks and multicast trees different than
the idealized full o-ary tree, the multicast gain is largedéter-
mined by the logarithm of the number of receivers [3].

Despite the widespread deployment of multicast capable
networks, a multicast service is rarely provided and networ
providers keep the multicast delivery option in their roate
turned off. Several reasons contribute to the unavailgtolfi
multicast. A major reason is the lack of congestion control,
and the fear that multicast traffic grabs the available ngtwo
bandwidth and leaves only little bandwidth to unicast tcaffi

Unicast is a one-to-one communication, multicast is a one-
to-many communication, and broadcast is a one-to-all commu
nication. Therefore, unicast and broadcast can be treated a

| INTRODUCTION special cases of multicast, with one receiver, or all regsiv

There is an increasing number of applications such as sofF—SpeCt'_Vely' A valid bandwidth allocatlt_)n policy emplaye
ware distribution, audio/video conferences, and auditei for m.ultlcast should therefore alsp work in the extreme sase
broadcasts where data sent by the source is destined tqnhaultiOf unicast trafnc_ or brogdcasF traffic. ) ,
receivers. During the last decade, multicast routing antlimu We wgnt to give an incentive to use mU|t',CaSt by rewarding
cast delivery have evolved from being a pure research tdpic [the multicast gain in the network to the receivers at the edge

to being experimentally deployed in the MBONE [2] to beingge network; at the same time we want to treat unicast traffic
|

supported by major router manufacturers. As a result, the |\r/\;eliat|ve tp mugmajt t,:jaf]'c'” i licies that allede
ternet is becoming increasingly multicast capable. Matic € Investigate bandwidth allocation policies thata

routing establishes taee that connects the source with the re-t,’andWidth locally at each single link between'unicast ar_1t} mu
ceivers. The multicast tree is rooted at the sender andakede @St trqﬁlc and evaluate globally the bandwidth perabig

are the receivers. Multicast delivery sends data acrosgrés e recdglf)f/ers. bandwidth allocati i e th
towards the receivers. As opposed to unicast delivery, idata For different anaw tha ocat.lon poliCies, we examine t
not copied at the source, but is copied inside the network S£S¢ where a unicast network (like the Internet) is augrdente
branch points of the multicast distribution tree. The fAgitt with a multicast delivery service and we evaluate the rexeiv
only asingle copy of data is sent over links that lead to multiplesat'ifaCtlon afn(;i]the falrn_ess amqngdrecelfvelzlrs. In Section II
receivers results in a bandwidth gain of multicast over astic The rest of the paper Is organized as 1oflows. 1n ect|c_)n
whenever a sender needs to send simultaneously to muHLpIeWe present the three bandwidth a!locatlon strgtegles ""T“*'“
ceivers. GivenR receivers, thenulticast gain for the network ducg the model and' the assumptions for t.helr comparison. In
is defined as the ratio of unicast bandwidth cost to multicastection Il we analytically study the strategies for a sienpét-

bandwidth cost, where bandwidth cost is the product of the dg/ork tqpology. In_Sectiqn ,IV we show the effect of differe_nt
livery cost of one packet on one link and the number of linandwidth allocation policies on random network topolsgie

the packet traverses from the sender to theeceivers for a In Sectiop V we discuss the practical issues of our stragegie
particular transmission (unicast or multicast). For sbetrpath  @"d Section VI concludes the paper.
routing between source and receivers for unicast and ragttic
the multicast gain for the model of a full o-ary multicasttis: I

K eywords—Unicast, Multicast, Bandwidth Allocation, Quality of Ser-
vice

M ODEL

We examine a very basic question: How to allocate the band-
width of a link between unicast and multicast traffic? To elim
inate all side effects and interferences we limit oursekees

static scenarios. We assume a given number of unicast spurce
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Our assumptions are: i) Knowledge in every network node
about every flowsS; through an outgoing link. ii) Knowl-
edge in every network node about the number of receivers per
flow, R(S;,!), reached via an outgoing link iii) A constant

traffic of every flow. iv) No arriving, nor departing flows. v) S 3/6=1/2G
Each node is making the bandwidth allocation independenty———————————~ -
a particular receiver sees the bandwidth that is the minimura 3/6=1/2G
bandwidth of all the bandwidth allocation on the links from
the source to this receiver. vi) The sources have the catyabil
to send through different bottlenecks via a cumulative legte N°de_
transmission [4]. For receivers of the same multicast tioe-(p — Rea ik
tleneck) bandwidth seen by different receivers may be diffe — Flow §
ent. ---- Flow$

Si  Sourcei
[I-A Bandwidth Allocation Strategies R receiver j of source i

We present three bandwidth allocation policies. Important

to us is to employ the bandwidth—efficient multicast Withouf:ig_
icy.

starving unicast traffic, and to give at the same time an itien
for receivers to connect via multicast, rather than via astic
Our objective is twofold: On one hand we want to increase the
average receiver satisfaction and on the other hand we want t
assure a fairness among different receivers.

We assume a network of nodes connected via links. In the
beginning we assume every network lihkas a capacity of a
bandwidthC;. We compare three different strategies for allo-
cating the link bandwidtit; to the flows flowing across link
. Let n; be the number of flows over a link Each of the
flows originates at a sourcg, 7 € {1,...,n;}. We say that
a receiverr is downstream of link [ if the data sent from the
source to receiver is transmitted across link Then, for a
flow originating at source;, R(S;,!) denotes th@umber of
receivers that are downstreamof link /. For an allocation
policy POL is Bpor(S;,!) the shared bandwidth of linkfor
the receivers of; downstream of.

The bandwidth allocation strategies for the bandwidth of a
single link{ are:

¢ Receiver Independent (RI): Bandwidth is allocated in

Capacity of link k

1: Bandwidth allocation for linear receiver-depentdeni-

separate unicast flow We allocate a share, for a multi-
cast flow, corresponding to the aggregate bandwidth of
separate unicast flows.

¢ Logarithmic Receiver Dependent (LogRD):The share

of bandwidth of linki allocated to a particular stream de-
pends logarithmically on the number of receivers that are
downstream of link:

1+ IHR(SZ',Z)

BLogRD (Si’l) - 2;1:1(1 +In R(Sj’l))

@

The motivation for this strategy is: multicast receivers ar
rewarded with the multicast gain from the network. The
bandwidth of link/ allocated to a particular flow is, just
like the multicast gain, logarithmic in the number of re-
ceivers that are downstream of lifhk

equal shares among each flow through a link-independentor three strategies are representatives adses of strate-

of the number of receivers downstream. At a lindkach
flow is allocated the share:

1
Brr(S:, 1) = n_lCl

gies. We do not claim that the strategies we pick are the best
representatives of its class. It is not the purpose of thiepa

to find the best representative of a class, we only want toystud
the trends between the classes.

The following example illustrates the bandwidth allocatfor
The motivation for this strategy is: th@/ strategy does the case of theinear Receiver Dependent policy. We have two
not represent any changes in the current bandwidth alloaulticast flows originating af; and S; with three receivers
cation policy. This allocation policy weighs multicast andeach (see Fig. 1).
unicast traffic equally. For link 1, the available bandwidtt; is allocated as fol-
Linear Receiver Dependent (LinRD): The share of lows: Since R(S;,1) = 3 and R(S:,1) = 3, we get
bandwidth of link/ allocated to a particular stream de-Br;nrp(S1,1) = Brinrp(S2,1) = %Cl = 0.5C,. For
pends linearly on the number of receivers that are dowtink 4, we haveR(S1,4) = 2 andR(S3,4) = 1. Therefore we
stream of link: get Brinrp (S1,4) = 2/3C, and Brinrp(S2,4) = 1/3C,.
Given these bandwidth allocations, the bandwidth seen by a
particular receiver is the bandwidth of the bottleneck link on
the path from the source to For example, the bandwidth seen
by receiverk? ismin(1/2C1, 2/3C4, 1/2C5).

R(S:,1)
B mn Slal = =7 s o
pinip (S ) = S e

The motivation for this strategy is: givefi receivers for
S; downstream of link , the absence of multicast forces
the separate delivery to each of thaSereceivers via a

@

2\We assume shortest path routing in the case of unicast aritastl



[1-B Measures, and Comparison criteria of the Srategies We defineideal fairness as the case, where all receivers
receive the same bandwidth. FHoleal fairnessour measure

o = 0 has its lowest value. In all other cases the bandwidth
sharing among receivers is unfair and> 0.

Our goal is to increase the meeateiver satisfaction, how-
ever not at the detriment déirness. In order to evaluatee-
ceiver satisfaction andfairness we define two basic measures,
one describing the average user satisfaction, the othedene -
scribing the fairness among users. Optimality

The question now is how to maximize botéceiver satis-
Receiver Satisfaction faction andfairness. Let o(p, s) be the function that defines

There are many ways to define receiver satisfaction and tRer faimess criteria ands(p, s) be the function that defines
most accurate is through receiver utility. Unfortunatelyljity ~ our receiver satisfaction for the strategyand the scenarie.
is a theoretical notion that does not allow to compare tHiyti An accurate definition of is: s + p defines the full knowledge
of two different receivers and give an absolute (i.e. forall 0f all parameters that have an influence on receiver sdiisfac
ceivers) scale of utility [5]. We measureceiver satisfaction and fairness. Se defines all the parameters without the strat-
as the bandwidth an average receiver sekst » be a receiver €9y p. We defines,,..(s) = max, o(p, s) and Bpae(s) =

of asources and let(l, ls, . . ., 1) be the path of. links from  max, B(p,s) We want to find a functionf'(s) such asv s:
the source tor, then the bandwidth seen by the receives: 0(£'(5),5) = Omar(s) andV st B(F(s),s) = Bpao(s). If
B, =minj—1 1 {Bpor(S,li)}. such a functiorF'(s) exists for alls, it means that there exists
With the total number of receiver of all sources we define @ pair(#'(s), s) that defines for alk an optimal point for both
themean bandwidth: receiver satisfaction andfairness. Feldman [5] shows thae-

ceiver satisfactionis inconsistent withairness*, which means
1 & itis impossible to find such a functidfi(s) that defines an op-
B = R Z By 1) timal point for bothreceiver satisfaction andfairness for all s.
r=1 So we can not give a general mathematical criteria to decide

In [6] a global measure for the throughput delivered via th¥hich bandwidth allocation strategy is the best. Moreover i
whole network is defined as the sum of the mean throughp‘iﬁ'lOSt,Of the cases it is impossible to find an optimal point for
over all the flows. In the global throughput measure, it is-pod0th 5 ando. _ o .
sible to weight multicast flows with a factdt?, whereR is Therefore we evaluate the allocation policies with respect
the number of receivers afid< y < 1. To the best of the t© the tradeoff betweereceiver satisfaction andfairness. Of
authors knowledge, the approach in [6] is the only one takirfgPUrse we can deflne criteriathat can apply in our scenddps,
into account the number of receivers of a multicast flow. \WhilnStance, strategyt is better than strategi if 74 < L f and
the approach in [6] takes into account the number of recxeive% > Is wherelf is the maximum loss dhirness accepted
to measure the global network throughput our approach is difor strategyA and/s is the minimum increase oéceiver sat-
ferent in three aspects: First, we take the number of receivdsfaction for strategyA. But the choice of.f and/s needs a
into account for thallocation of the bandwidth on links. Sec- fine tuning and seems to us pretty artificial.
ond, we measure receiver satisfaction with respect to all re In fact, for our study the behavior of the three strategies is
ceivers, not just the ones of a single group. Last, we usesa different that the evaluation of the tradeoff betwssmei ver
policy (LogRD) that weights multicast flows in the allocation satisfaction andfairness does not lead to confusion.
with the logarithm of the number of receivers.

Il A NALYTICAL STUDY

Fairness ' . . -
We first compare the three bandwidth allocation policies

For inter-receiver fairness several measures exist, dimof  from Section Il for a basic network topology in order to gain
product measure [7], and the fairness index[8], for a disiews  some insight in their behavior. In Section IV we study thepol

of the different measures see [9]. cies for random network topologies.
In [6] inter-receiver fairness is defined for a single mutt
flow as the sum of the receiver’s utilities, where utility igh+  star Topology
est around the fair share. Due to the intricacies coming tiigh . )
utility function we do not consider a utility function andreo YV consider the case, wherenicast flows need to share the

sider a fairness measure that takes into account all reseaife Nk bandwidth(] with a_single multicast flow withn down-
all flows. stream receivers, see Fig. 2.

We decided to use the standard deviation of the bandwidth WVith theRl strategy the bandwidth share of the linkis; C
among receivers to be the measure of choice for inter-recei/or POth, @ unicast and a multicast flow. ThRD strategy

; gives a share of2—C to each unicast flow and a share of

fairness. m+k .
s rC to the multicast flow. Thé.ogRD strategy results in a
1 — H 1 H 1+Inm
o=z Z(B — B,)? (2) bandwidth gfm(,“ for a unicast flow an (i) C
r=1 for the multicast flow.

3While there are other criteria to measure satisfaction asafelay or jitter, bandwidth *In a mathematical economic language we can say that Partiteadipy is inconsistent

is a measure of interest to the largest number of application with fairness criteria [5].



Fig. 2: One multicast flow and unicast flows over a single

link.

bandwidth

SuU : Unicast source
Ry : Unicast receiver
Sy Multicast source
R M : Multicast receiver

Mean bandwidth C#sources, Star, C=1, k=10
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size of the multicast group

much higher than the number of unicasts£ 10). We see
in Fig. 3 that the mean bandwidth f&inRD and LogRD is
increasing to multiples of the bandwidth&f.

Surprisingly, we will observe nearly the same results inSec
tion IV-C where we examine the three policies on a large ran-
dom network. This indicates that the simple Star model with a
single link can serve as a model for large networks.

We now briefly investigate the fairness among the receivers
for the different allocation strategies and leave a moraesh
tive examination to Section IV-C. With the Star model, all
unicast receivers see the same bandwidth and all multieast r
ceivers see the same bandwidth. Between unicast receivérs a
multicast receivers no difference exists for fRiestrategy. For
theLinRD strategy a multicast receiver receivesimes more
bandwidth than a unicast receiver and for thigRD strategy
a multicast receiver receivgs + In m) times more bandwidth
than a unicast receiver.

The high bandwidth gains of tHgnRD strategy result in a
high unfairness for the average (unicast and multicastjvec
For LogRD the repartitioning of the link bandwidth between
unicast and multicast receivers is less unequal than inadbe c
of LinRD, but still more pronounced then f&d.

We can conclude that among the three strategisgRD
meets best the tradeoff between receivers satisfactiofieémd
ness.

IV  SIMULATION

We now study the allocation strategies on network topolo-
gies that are richer in connectivity.

The generation of realistic network topologies is subjéct o
active research ([10, 11, 12, 13]). It is commonly agreed tha
hierarchical topologies better represent a real Interogtthan

Fig. 3: Normalized mean bandwidth for the Star topology as @o flat topologies. We usei er s ([11]) to create hierarchical

function of the sizen of the multicast groupt0 unicasts.

The mean receiver bandwidths over all receivers (unicakt an

multicast) for the three policies are:

_ C
Brr = 1
_ k+ m?
BlmRD = m
_ k+m(l+Inm)
Biogrp

(k+m)(k+1+4+1Inm)

topologies consisting of three levels: WAN, MAN, and LAN
that aim to model the structure of the Internet topology [11]
For details about the network generation wither s and
the used parameters the reader is referred to Appendix A.

IV-A  Unicast Flows Only

Our first simulation aims to determine the right number of
unicast flows to define a meaningful unicast environment. We
start with our random topolodgyT and we add at random loca-
tions of the LAN-leaves unicast senders and unicast reteive
The number of unicast flows ranges from 50 to 4000 unicast
flows. Each simulation is repeated five times and averages are
taken over the five repetitions. Confidence intervals arergiv

By comparing the equations for any number of multicast rSor 95%.

ceivers,m > 1, and any number of unicast flows> 1 we

obtain:

Biingrp > BlogRD > Brr

We see in Fig. 4 that the 3 allocation policies give the same
allocation. Indeed there are only unicasts flows and the dif-
ferences of behavior between the policies depend only on the

The receiver—dependent bandwidth allocation strategiasumber of receivers downstream a link for a flow. Here the
LinRD andLogRD, outperform the receiver-independent strathumber of receivers is always one.
egyRI by providing a higher bandwidth to an average receiver. For a small number of unicast flows we have high standard
This is shown in Fig. 3, where the mean bandwidths are nodeviation (Fig. 4) since there are few unicast flows with eesp
malized byBg;, in which case the values depicted express th® the network size, the random locations of the unicastshost
bandwidth gain of any policy oveRl.

We turn our attention to the case where the number of mulk our topology is 180. So 180 unicast flows lead on average
ticast receivers is increasing(= 1,...,100), and becomes to one receiver per LAN. A number of unicast flows chosen

have a great impact on the bandwidth. The number of LANs



Standard deviation with confidence interval (95%) up to 6000 receivers. This experiment shows the impact of the
‘ ‘ ‘ group size on the bandwidth allocated to the receivers under

I — RI | the three allocation strategies. This simulation is regubéive
25 LinRD

-~ LogRD

times and averages are taken over the five repetitions.

Multiple multicast groups

We did two experiments with multiple multicast groups. In
the first one we add to the 2000 unicast sessions multiplé-mult
cast groups of the same size= 100. In a second experiment
we add to the 2000 unicast sessions multiple multicast group
of the same sizen = 20, this experiment aims to model small
o 1000 2000 3000 2000 conferencing groups. These experiments lead to a gonnlusio

number of unicast flows that does not significantly differ (for the purpose of thipeg
from the single multicast group experiment. Due to space lim
Fig. 4. Standard deviation of all receivers for an incregsinitations, we cannot present the results for these expetamnen
number of unicast flowsg; = [50, ..., 4000]

IV-C Single Multicast Group

t00 small on a larae network. results in links shared onlv b We add a multicast session and vary the size of this session
9 o Y'Y Bom 1 to 6000 receivers. There are 70 hosts on each LAN, the
small number of flows. The statistical measure becomes mean- ) . :
) - : number of potential senders and receivers is therefore@260
ingless. When the network is lightly loaded adding one flow . ; . .
X . In this section we simulate small groups sizes (=
can heavily change the bandwidth allocated to other flows al ;
L . ; , ..., 100]), then large groups sizesn( = [100, ..., 3000]),
there is high heterogeneity in the bandwidth seen by the 'Snd finally evaluate the asymptotic behavior of our policies
ceivers. On the other hand, for 1800 unicast flows, the mean y ymp P

number of receivers per LAN is 10, so the heterogeneity d m = [3000, ... 6000.])' The gsymptqtlc'cas.e does not aim to
Lo . . model a real scenario, but gives an indication about thewseha
to the random distribution of the pairs sender-receivesaum

lead to high standard deviation. According to Fig. 4 we chosg" of our policies in extreme cases. While 6000 multicast re

our unicast environment with 2000 unicast flows to obtairva lo ©<' V&'> SE€MS over-sized compared to the 2000 unicast flows,

. . . .~ this case gives a good indication about the robustness of the
bias due to the random location of the pairs sender-receiver " - . . .
policies. For ease of reading, we display the plots with alog

IV-B  Simulation Setups rithmic x-axis. .
Fig. 5(a) shows that the average user receives more band-
For our simulation we proceed as follows: i) 2000 unicasf;igth when the allocation depends on the number of receivers
sources and 2000 unicast receivers are chosen at random quasigniﬁcant difference between the allocation strategigs
tions among the hosts. ii) One multicast sourceBnd. , 6000 pears for a group size: greater than 100. For small group
receivers are chosen at random locations. Depending onthe §jzes unicast flows determine (due to the high amount of uni-
periment, this may be repeated several times to obtain@evegst receivers compared to multicast receivers) the meaat ba

multicast trees, each with a single source and the same nugith, We claim that receiver-dependent policies increase
ber of receivers. iii) We use shortest path routing [14] iyl cejver satisfaction.

the network to connect the 2000 unicast source-receives pai A more accurate analysis needs to distinguish between uni-

and to build the source-receivers multicast tree [15]. A&40 ¢ast and multicast receivers. Due to space limitations we do
ing metric, the length of the link as generatedtiyer s is ot give a plot for the mean bandwidth of the unicast recsiver
used. iv) For every network link, the number of flows throughrpis plot is very simple: the mean bandwidth for tRé and

the link is calculated. By tracing back the paths from the r&he Log RD policies remains constant, aroud@) b/ s, with
ceivers to the source, the number of receivers downstreamdé;angingm whereas the mean bandwidth tbin RD policy

determined for each flow on every link. v) At each link usings the same than the one fétI until m = 100 then starts
the information about the number of flows and the number Qfecreasing toward zero (for = 6000, B = 100Kb/s for

receivers downstream, the bandwidth for each flow traversiry ;, ).

thatlink is allocated via one of the three strategRSLinRD,  Muylticast receivers are rewarded with a higher bandwidth
andLogRD. vi) In order to determine the bandwidth receivedtoy ysing multicast as the comparison of the mean bandwidth
by each receiver, the minimum bandwidth (see (1)) allocatedy unjcast receivers and the mean bandwidth for multieast r

the bandwidthB, seen by that receiver. ~ aim to reward using multicast. Moreover, the increase irdban
The result of the simulation gives for the three bandwidth jdth for multicast receivers leads to an significant deseeaf
allocation strategies. We conduct different experiments. bandwidth for unicast receivers for tfién RD policy whereas

it leads to a negligible loss of bandwidth for theg R D policy
even in the asymptotic case. In conclusion, thg R D policy

In Section IV-C we add one multicast group to the 2000 uniis the only policy among our policies that leads to a signifi-
cast flows. The size of the multicast group increases fromdant increase of receiver satisfaction for the averageicasit

Single multicast group
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Fig. 7: Standard deviation of multicast receivers with confi
dence interval (95%) for an increasing multicast group size

Fig. 5: Mean bandwidth and standard deviation of all reagsive
g m = [1,...,6000], k = 2000, M = 1.

for an increasing multicast group size = [1, ...,6000], k =
2000, M = 1.

bandwidth. As the group size increases further, multicastsl

are allocated more bandwidth due to an increasing number of
receiver, without affecting the receiver satisfactionttoe av- receivers downstream. Therefore the standard deviatien de
erage unicast receiver. creases with the number of receivers. In the asymptotic part

The standard deviation for the average user increases witte standard deviation for tHanRD policy decreases faster

the size of the multicast group for the receiver—-dependelit p than for theLogRD policy since as the number of receivers
cies (Fig. 5(b)). This unfairness is caused by the diffeeendncreases, the amount of bandwidth allocated to the mattica
of the lower bandwidth received by the unicast receivers-comeceivers approaches the maximum bandwidth (the bandwidth
pared to the higher bandwidth of a multicast receivers @jig. of a LAN), see Fig. 6. Therefore all the receivers see a high
The receiver—dependent curves totend to flatten for large bandwidth near the maximum, which leads to low standard de-
group size, since the multicast receivers determine (dthesio  viation. Another interesting observation is that the nualsit
large number) the standard deviation over all the receif@ug  receivers among each other have a higher heterogeneitg in th
to space limitations we do not give a plot for the standard-deweceived bandwidth than have the unicast receivers (FigA 7)
ation of the unicast receivers. The standard deviation fidr u few bottlenecks are sufficient to split the multicast reeesvin
cast receivers is independent of the multicast group side atarge subgroups with significant differences in bandwiditha
of the policies. For a small increasing group size fairness fi cation that subsequently result in a higher standard dewiat
becomes worse among multicast receivers, as indicatedeby fror the 2000 unicast receivers, the same number of botkenec
increasing standard deviation in Fig. 7. The sparse mglticaaffects only a few receivers.
receiver setting results in a high heterogeneity of thecalied The standard deviation over all the receivers hides extreme



Minimum bandwidth with confidence interval (95%) ferent bandwidth allocation policies.

— RI V PRACTICAL ASPECTS
0.8 LinRD 1 .
-~~~ LogRD Up to now the advantgges of using tr_\e number of down-
- stream receivers were discussed. Keeping the number of re-
506 ceivers in network nodes has a certain cost but has other bene
?5 “ N ERTIENRT I fits that largely outweigh this cost:
S04 - . . . .
o Establishment of a valid business model for multicast
Multicast saves bandwidth and is currently not used by
0.2 network operators. The lack of a valid charging model
‘ contributes to this [16]. By keeping the number of re-
05 X - I ceivers in network nodes different charging models for
10 10 10 10

size of the multicast group multicast can be applied—also charging models that in-
clude the number of receivers.

Fig. 8: Minimum bandwidth with confidence interval (95%) ¢ Feedback implosion avoidanceGiven the number of re-

of the unicast receivers for an increasing multicast gromp s~ ceivers is known in the network nodes, the distributed pro-
m =[1,...,6000], k = 2000, M = 1. cess of feedback accumulation [17], or feedback filtering

in network nodes becomes possible and has a condition to
terminate upon. If a node knows the number of receivers

. . . downstream, it knows the number of feedback messages
behavior of isolated receivers. To complete our study, wa-me it has to collect.

sure the minimum bandwidth, which gives an indication about ) o ]
the worst case seen by any receivers. The minimum bandwidthAnOther important question is how to introduce our strategy
over all the receivers is dictated by the minimum bandwidtH @ réal network without starving unicast flows. In sectivn |
over theunicast receivers (we give only one plot, Fig. 8). As theWe Show that even in asymptotic cases thg/ RD strategy
size of the multicast group increases the minimum bandwidfP€s not starve unicast flows, but we do not have a hard guar-
for the LinRD policy dramatically decreases, whereas th@ntee aboutthe bandwidthallocated to unicast receivefact
minimum bandwidth for the.og RD policy remains close to We devise our strategy to be ysed ina h|¢rarch|cgl link sbari
the minimum bandwidth for th& policy even in the asymp- Scheme (see [18], [19] for hierarchical link sharing mojlels
totic part of the curve. We can point out another interestinghe.'dea is to introduce our policy in the general sched gy [
result: the minimum bandwidth for thg! policy stays con- (for instance we can configure the weight of a GPS [20], [21]
stant even for very large group sizes; thaRD policy, that sche_dl_JIer Wlth our polllcy. to achleve our goal), and to fit an
simulates the bandwidth that would be used by unicast if wadministrative constraint in the link sharing scheduler (f-
replace the multicast flow by an equivalent number of unicas§fance we guarantee that unicast traffic receives at leastf 5%
flows, heavily decreases toward zero. Therefore we note tHe link bandwidth). Moreover in [22] the authors show that
positive impact of multicast with the bandwidth allocatedd it iS possible to integrate efficiently a mechanism like HWFQ
we claim that the use of multicagteatly improves theworst ~ ([19]) ina gigabit router, and WFQ is already available imya
case bandwidth allocation. The minimum bandwidth increases ©f the recent routers [23].
for multicast receivers with the size of the multicast group for
the receiver dependent policies (we do not give the plotef th
minumum bandwidth for the multicast receivers). In conclu- If we want to introduce multicast in the Internet we need to
sion, theLin RD policy leads to important degradation of thegive an incentive to use it. We propose a simple mechanisin tha
fairness when the multicast group size increases, wheheas takes into account the number of receivers downstream. Our
LogRD policy always remains close to th&/ policy. proposal does not starve unicast flows and greatly increases
For Rl we see that the increase in the multicast group sizaulticast receiver satisfaction.
does not influence the average user satisfaction (Fig. ,5(a)) We defined three different bandwidth allocation strategges
nor the fairness among different receivers (Fig. 5(b)). 0Als well as criteria to compare these strategies. We compased th
the difference between unicast and multicast receiversiis nihree strategies analytically and through simulationsabpa
nor concerning the bandwidth both received (Fig. 6), and theally, we studied a simple star topology. We showed that the
unfairness (Fig. 7). Thd.ogRD policy is the only policy LogRD policy always leads to the best tradeoff between re-
among our policies that significantly increases receivéssa ceiver satisfaction and fairness. The striking similasdtbe-
faction (Fig. 5(a)), keeps fairness close to the one ofittie tween the analytical study and the simulations confirm theat w
policy (Fig. 5(b)), and does not starve unicast flows, even inad chosen a good model.
asymptotic cases (Fig. 8). To simulate real networks we defined a large topology con-
Finally, one also should note the similarity between Fig)5( sisting of WANs, MANs, and LANs . In a first round of ex-
obtained by simulation for a large network and Fig. 3 obtdineperiments we determined the right number of unicast recgive
by analysis of the star topology. This suggests that the stéfe studied the introduction of multicast in a unicast enviro
topology is a good model to study the impact of the three difment with three different bandwidth allocation policiesheT
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aim was to understand the impact of multicast in a real Inter- UK, November 1996, IEEE.
net. We showed that: allocating link bandwidth dependent di2] Ellen W. Zegura, Ken Calvert, and S. Bhattacharjee,
the flows’ number of receivers downstream results in a higher  “How to model an internetwork,” imnfocom’96, March

receiver satisfaction: thegRD policy provides the best trade- 1996.
off between the receiver satisfaction and the fairness gmofil3] Ellen W. Zegura, Kenneth Calvert, and M. Jeff Donahoo,
receivers. Indeed théogRD policy always leads to higher “A quantitative comparison of graph-based models for in-
receiver satisfaction than the/ policy for roughly the same ternet topology,” IEEE/ACM Transactions on Network-
fairness, whereas thein RD policy leads to higher receiver ing, vol. 5, no. 6, December 1997.
satisfaction too, however at the expense of unacceptable d&4] T. H. Cormen, C. E. Leiserson, and R. L. Rivesttro-
crease of fairness. duction to Algorithms, The MIT Press, 1990.

There are several open questions: Do we need to implemghs] M. Doar and I. Leslie, “How bad is naive multicast rout-
our mechanism in every network node, or is it possible t@intr ing,” in Proceedings of IEEE INFOCOM' 93, 1993, vol. 1,

duce it only in a subset of well chosen nodes? Are there better pp. 82—89.
classes of policies than thievg RD policy? These questions [16] R. Comerford, “State of the internet: Roundtable 4.0,

will be addressed in future work. |EEE Spectrum, vol. 35, no. 10, October 1998.
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