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On the Optimal Reconfiguration of Multipipeline Arrays in 
the Presence of Faulty Processing and Switching Elements 

H. Lin, F. Lombardi, and M. Lu 

Absfruct-This paper deals with the reconfiguration of multipipeline 
arrays in the presence of both faulty processing elements (PE’s) and 
switching elements (SE’s). Different fault models are used for the PE’s 
and SE’s: a PE can he either fault free or faulty; a SE is modeled using 
a novel functional approach which relates its switching capabilities to its 
status. This permits a PE to retain a partial functionality in the presence 
of a fault. An appropriate transformation of the multipipeline army 
reconfiguration problem to a maximum flow problem is then presented. 
The conditions under which this transformation is possible, are fully 
analyzed. A reconfiguration algorithm based on the Maximum Flow 
Algorithm, is presented; the proposed algorithm is optimal as the number 
of reconfigured pipelines is maximized. 

I. INTRODUCTION 

Arrays of processing elements manufactured with technologies 
such as VLSI and WSI are widely used for establishing multipipelines 
to perform vector operations in supercomputers [ 11, [ 5 ] ,  [ 131. Also, 
the number of processing elements in each pipeline can be adjusted 
depending on the computational requirements by using programmable 
switches [4], [13]. As the number (and density) of processing 
elements (PE’s) and switching elements (SE’s) in these array chips 
is extremely high [l], the likelihood of faults must be considered. 
It is prohibitive to replace a VLSI chip or wafer because of the 
presence of faulty PE’s andor SE’s [6]. Therefore, fault-tolerance by 
reconfiguration is necessary to circumvent faults and to maximize the 
functionality of the VLSI chip or wafer [2]. 

In [4], a heuristic algorithm for reconfiguring multipipelines in 
the presence of both faulty PE’s and SE’s has been proposed. The 
inclusion of faulty SE’s distinguishes this work from that of earlier 
researchers [5], [7], [SI. The fault model proposed in [4] is strictly 
based on a physical characterization of the SE’s in the multipipeline 
array and reconfiguration consists of a heuristic algorithm in which 

all SE’s are visited from left to right on each row, starting with the 
first row. SE’s configurations are based on the status of adjacent 
PE’s and requests from switches on the preceding row. Harvesting of 
reconfigurable pipelines has been dealt in [7], [9] using a probabilistic 
model and a routing approach, respectively. 

In this paper, the Multipipeline Array Reconfiguration (MAR) 
problem, is analyzed using a different switch fault model from [4]. In 
the proposed SE model, a functional characterization which relates 
the switching capability of the SE to its status, is used. As the 
status of a SE is based on its switching capabilities, the MAR 
problem is then transformed into a maximum flow problem [ 111. The 
conditions by which the transformation is possible, are analyzed and 
a reconfiguration algorithm which generates the maximum number 
of pipelines, is presented. 

11. PRELIMINARIES 

The multipipeline array structure which is analyzed in this paper, is 
shown in Fig. 1. It has been shown that this arrangement provides low 
hardware overhead [6] and is amenable to high density technologies, 
such as WSI [8]. The multipipeline array M consists of n stages (or 
columns), each stage consists of m PE’s. The PE in the leftmost j t h  
stage (hereafter, referred to as the j t h  stage) and in the topmost ith 
row (hereafter, referred to as the ith row) is denoted by P,,,. PE’s 
in the same stage are identical, while PE’s in different stages perform 
different functions (i.e., they are not identical). PE’s in the j t h  stage 
are connected to PE’s in the (3  + 1)th stage through programmable 
SE’s. More specifically, processor P,,, is connected to processor 
Pt,,+, through S,,,, i.e., adjacent stages of PE’s are separated by 
a stage of SE’s. In the MAR problem, the maximum number of 
pipelines (each of length n) must be generated using a PE from each 
stage; an appropriate arrangement for switching must be provided. 
In this paper, switching is performed by an interconnection network 
made of SE’s, each S,,, is connected through a link with two other 
SE’s (given by SZ-1,, and Sr+l,,). 

The SE can be modeled as a four-terminal component (as corre- 
sponding to the most commonly used switch configuration [2]); for 
Sa,, the terminals are given by E, S, N and W, respectively, and they 
are arranged to connect PE’s as follows: W is adjacent to P,,,, N 
is adjacent to S of S-I,,, E is adjacent to P,,,+1 and S is adjacent 
to ,‘V of S,+I ,. Each switch has four modes (as shown in Fig. 2); 
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these modes are identified by an unique switching code. The codes 
for the modes (as shown in Fig. 2) are 00,01, 10 and 11, respectively. 
The following assumptions are valid in this paper. (1) Faults occur 
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by a host. (3) The proposed reconfiguration approach is applicable to 
both run time and production time. 
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Fig. 2. Four modes of a fault-free switch 
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Fig. 3. Four modes of a faulty switch with bad terminal W. 

111. THE FAULT MODEL 
In the multipipeline array, both PE’s and SE’s can have faults. 

A functional fault model is used in the proposed analysis; 1) PE: A 
P E  is either faulty or fault-free; a PE is referred to as usable only 
when it is fault free; 2) SE: A SE is either faulty or fault free; an 
external terminal of a switch is either good or bud; a SE is fault 
free only when all of four terminals are good. A bad terminal only 
damages the connections between itself and other terminals, without 
resulting in any effect on the connections between any other two 
terminals. Hence, a faulty SE in which, for instance, only terminal 
M y  is bad, is still able to realize the configurations shown in Fig. 
3. 

The fault model of the SE is different from the one used in 
[4]; the fault model of [4] consists of the following fault types: 
stuck-at or stuck-open faults on a data link, stuck-at faults on a 
control line and bridging faults between data links, faults in SE’s 
and faults in PE’s as long as each SE has a single fault. The 
proposed fault model consists of a functional characterization and 
is applicable to the widely used SE configuration of [6], [IO]. This 
SE consists of a switch control register and a control circuit. Using 
a functional fault model, control stuck-at faults in SE’s, stuck-at 
faults in data paths, faults on the switch control and faults in the 
PE bypass control, as well as link faults (of the type short and 
open) can be collapsed by testing only the function of the SE that 
leads to its adjacent PE or SE, thus ignoring any fault in a SE 
which does not manifest its malfunction, i.e., the proper behavior 
of a SE is directly related to its external terminals. Note that link 
faults are not directly addressed in this paper; however, by using 
the proposed functional model, they can be easily accommodated by 
collapsing them to the external terminals of the SE pair to which 
they connect. 

In this paper, it is assumed that a procedure has been executed to 
diagnose the status of all PE’s and SE’s (such that the faulty PE’s 
and faulty SE’s with bad terminals have been identified), then the 
MAR problem consists of choosing a mode for each SE in such a 
way that the number of generated pipelines (each of length n )  is 
maximized; this reconfiguration scenario is related to a configuration 
of the multipipeline array and is referred to  as oprimul [8]. 

(a) (b) 

contain a crossover. 
Fig. 4. An example of a crossover. (a) Contains a crossover. (b) Does not 

IV. BASIC PROPERTIES 

Several properties of the multipipeline array under the fault model 
of the previous section can be easily observed. 

Property I :  If terminal M’ (or E) of S,  is bad, then P,,3 (or 
R ,+I) is unusable. 

Property 2: If terminal N or S of St,, is bad, then it is impossible 
to connect Pc1.3 to Pt2.1+l where i l  < i < i~ or i~ < i < i l .  

Property 3: There always exist an optimal configuration of the 
multipipeline array in which no two pipelines cross each other (this 
case is generally referred to as a crossover), that is, let Pq(c) , ,  and 
P,.(t),,+~ for 1 5 i 5 P ,  where q(1)  < q ( 2 )  < . . .  < q ( p )  
and r ( 1 )  < r ( 2 )  < .. .  < r ( p ) ,  be the PE’s in stage J and 
j + 1 of configuration CI with y good pipelines. Then, there exits a 
configuration C2 with p good pipelines such that Pq(tl ,3 and P,.(t),,+l 
are in the same pipeline, for 1 5 1 5 p. An example of a crossover 
is shown in Fig. 4. A shaded box denote a faulty PE while a bad 
terminal in a SE is denoted by a shaded dot. 

V. THE TRANSFORMATION 
The proposed approach (and its optimality) is based on transform- 

ing the MAR problem into the problem of finding the maximum 
flow on a flow network, commonly referred to as the maximum flow 
problem [ 1 I] .  Aflow nefwork N = (s. t .  I.., A. c) consists of a digraph 
(V,A) ,  together with a source s E 1. with an in-degree of 0, a sink 
t E 1. with an out-degree of 0, and with a capacity c(u. 11) E Z+ for 
each (U. t i )  E A. Aflow f is avector, such that0 5 f(u. v )  5 c ( u . I ‘ )  
for all (U. ~ 1 )  E A ;  C(u.t.lEa f l u .  1 1 )  = C(c.u)E f(r. U )  for all 
L‘ E I’ - { s . t } .  

The v a l u e  of f, denoted by I f l ,  is defined as the sum of the 
flows provided by s, that is I f 1  = f(s. 13). The maximum 
flow problem is to find the flow f which results in a maximum I f l .  
Given a multipipeline array and all the diagnostic information about 
the status of the PE‘s and SE’s, a flow network can be constructed 
in such a way that each node of the network, except the source 
and the sink, represents either a PE or a SE and the flow in an arc 
is either one or zero; therefore, a path from s to t with one unit 
flow on it represents a “good” pipeline and the flow of the network 
represents the reconfiguration of the multipipeline array, in particular, 
the maximum flow represents the optimal reconfiguration. In the rest 
of this section, the conditions and properties by which this transform 
is possible, will be analyzed in detail. 

Formally, given a multipipeline m a y  with nt rows and ri stages, 
(as shown in Fig. I ) ,  each PE and SE is treated as a node in the 
network; for a node representing a SE, the term “terminal” is used 
in the context of the proposed graph model to identify the in- or 
out-edge to a node corresponding the SE terminal (as defined in the 
previous section). The terminals (and the arcs connected to them) are 
labeled in the graph as shown in Fig. 5. Two additional nodes s and t 
are added as source and sink, respectively. The notation P, ., and S, ., 
are used hereafter as the label assigned to the nodes corresponding 
to processor P,,, and switching element S,,,. Nodes are connected 
by arcs as follows (see Fig. 5 for an example): 

1 
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Fig. 5 .  A 3 x 3  multipipeline array with faults and its corresponding network. 
Terminal U’ of the switch in the first stage is bad. Faulty PE’s denoted by 
grey boxes; the dot in the switch indicates the bad terminal W. 

S 

Fig. 6. Network with maximum flow and the corrsponding optimal 
configuration. 

s is connected to the rn  nodes P, 1, 1 5 i 5 m, by rn arcs 
starting from s and ending at P I , ~ ’ S ;  the r n  nodes P, ”, for 
1 5 R 5 m ,  are connected to the sink t by m arcs starting 
from the nodes and ending at t ;  
For 1 5 i 5 m and 1 5 j 5 rr - 1, P, is Connected to St,J 
by arc (P,,,. S t , J )  and node S, , is connected to P, J + l  by arc 
I P  n \ 

(DL 1 3  r* J + l  I ;  
For 1 5 / 5 rrr - 1 and 1 5 j 5 71 - 1, there are two arcs 
between St,J and S, J + l :  one 1s from S, to S,+l J ,  while the 
other from S,+1 

The capacity of an arc depends on whether the corresponding PE 
or SE is faulty or fault-free. The capacity of arc (P, , , S, , ) (denoted 
as c(Pc J .  S, ,)) is designed as one unit if both P, , is fault free and 
the terminal Lt- of S, , is good; otherwise, it is designed as zero. 
The capacity of arc (S, ,. P, , + I )  is designed as one unit if both 
the terminal E of S, is good and P, ,+I is fault-free; otherwise, 
it is designed as zero. The capacities of the two arcs between S, 
and S,+I , are either both one or zero; in particular, they are one 
if the terminal S of S,, and the terminal N of S,+l are both 
good. The arcs which start from 5 or end at t, have capacity of 
1. 

Note that the set of arcs in the digraph (except those arcs which 
are connected to 5 and t) correspond to the possible connections as 
allowed by the provided interconnection network and the status of 
the PE’s and SE’s. The relationship between the multipipeline array 
and its corresponding flow network is first examined by proving two 
lemmas (all proofs are omitted due to lack of space; the interested 
reader should refer to [3]). 

Lemma I: Let C be the configuration of the multipipeline array 
,\I which has p good pipelines and no two pipelines are crossing 
(by Property 3), and let F be the corresponding network described 
above, then there exit a flow f on F, with I f 1  = p. 
Lemma 2: Let f be the flow in F corresponding to 121, with 

I f 1  = p ,  then there exits a configuration C with p good pipelines 
with no crossover. 

Fig. 6 shows an example of a reconfigurable multipipeline array. 
The main result of this paper follows directly from Lemma 1 and 
Lemma 2. 

Theorem I: The optimal configuration C of a multipipeline array 
M contains p good pipelines if and only if the corresponding network 
F has a maximum flow of value p .  

to S, ,; 

S 
t 

Fig. 7. An example. 

VI. THE RECONFIGURATION ALGORITHM 

The algorithm for multipipeline array reconfiguration can be de- 
scribed by three steps. Input is the multipipeline array A I  with the 
status of all PE’s and SE’s. Output is the switching modes for every 
SE which result in the optimal configuration of the multipipeline 
array. 

Step I :  construct the network F; 
Step 2: use the maximum flow algorithm to find f ;  
Step 3: assess the switching mode for every SE, according to f .  
The procedure for Step 1 is trivial. As for Step 2, there have 

been many papers [ l  I] dealing with efficient algorithms for the 
maximum flow problem. It is worth mentioning that the network F, 
obtained from M according to the proposed transformation, is planar; 
therefore, a faster algorithm than for the general case is available 
Wl. 

The principles for assessing the switching modes and implementing 
the reconfiguration of the multipipeline array can be derived from 
Lemma 2, the following is the procedure without proof. 

Procedure-step-3: 

(1 )  Let , and P,(,) J + l  for 1 5 / 5 p and 1 5 j 5 n - 1 be 
the nodes with one unit out-flow. For 1 5 1 5 p and 1 5 j 2 rr - 1. 1) 
If q ( i )  = r ( i ) ,  then set switch S,(,) to mode 00; 2) If q ( i )  < r ( i ) ,  
then set switch Sq(%) J ,  S,.ct) to mode 01 and set switches SA, 
to 00, for q ( i )  + 1 5 k 5 r ( i )  - 1; 3) If q ( i )  > r ( i ) ,  then set 
switch SP(’) J ,  S,.(,) to mode 10 and set switches SA J ’ s  to 00, for 
r ( i )  + 1 5 k 5 q ( i )  - 1; 

(2) All remaining SE’s are set to mode 1 1 .  
The time complexity of the proposed reconfiguration algorithm 

can be established as follows. Since there are n171 PE’s in AI, 
the number of nodes and arcs in F is bounded by O(ntri). The 
assignment of a capacity to an arc corresponds to check whether 
the corresponding PE (or the terminal of a SE) is faulty (or bad) 
or not. Therefore, Step 1 can be done in O(rr171). As the network 
obtained by the proposed transformation has a unit capacity on 
an arc, Step 2 takes O((rrr11)”~) time [ I l l  ,[12]. It is clear that 
Procedure-step-3 can be done in O(rrcn) time. Thus it is possible 
to conclude that the MAR problem can be solved in O( (r ir7r  )$  ) 
time. Fig. 7 shows an example of a reconfigured multipipeline 
array (made of 20 PE‘s) in the presence of 4 faulty PE’s, and 
3 bad SE’s and the flow network as generated using the proposed 
approach. 
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TABLE 1 

T Y Y,, P, P, 20 

5 0.90 0.98 6.984 6.148 7.374 
5 
5 
5 
10 
10 
10 
50 
50 
50 
infinity 
infinity 
infinity 
infinity 
infinity 

0.80 
0.70 
0.60 
0.90 
0.80 
0.70 
0.90 
0.80 
0.70 
0.90 
0.80 
0.70 
0.60 
0.50 

0.96 
0.94 
0.92 
0.99 
0.98 
0.97 
0.998 
0.996 
0.994 
1 .oo 
1 .oo 
1 .oo 
I .oo 
1 .oo 

5.276 
4.274 
3.396 
7.139 
5.388 
4.493 
7.133 
5.541 
4.483 
7.184 
5.677 
4.482 
3.485 
2.436 

3.765 
2.319 
1.446 
6.453 
4.130 
2.651 
6.670 
4.479 
3.021 
6.73 1 
4.548 
4.548 
2.129 
1.562 

5.91 1 
4.674 
3.563 
7.367 
5.926 
4.700 
7.364 
5.930 
4.718 
7.365 
5.925 
4.683 
3.602 
2.622 

VII. SIMULATION RESULTS 

The proposed approach has been simulated extensively and com- 
pared with the approach of [4]. A Monte Carlo simulation has been 
performed on a l o x  10 array (i.e., with 100 PE’s); hence, the length 
of each reconfigured pipeline must be 10. Let T = 2, where Erge 
(Y,,) is the yield of SE’s (PE’s). Table I shows the simulation results 
for different values of r ;  in this table, Pp (PE) denotes the average 
number of pipelines reconfigured using the proposed approach (the 
approach of [4]) using the same proposed functional fault model and 
zo denotes the least number of fault free PE’s in any column of the 
multipipeline array. Note that in Table I Pp < i o :  i o  is the theoretical 
upper bound on the number of reconfigured pipelines provided all 
switches were fault free and SE’s between two adjacent stages of PE’s 
allow every possible connection between all fault free PE’s [4]. This 
is not always possible using only one column of SE’s as in Fig. 1: as 
an example, consider a 4 x 5  multipipeline array: let PE3,1, 
P E I , ~  and PE2,2 be faulty and all SE’s be fault free; hence 30 = 2. 
However, only one pipeline can be reconfigured because PE2.1 can 
not be connected to PE4,2 if PE1.1 is also connected to PE3.2. 

VIII. CONCLUSIONS 
This paper has presented a reconfiguration algorithm for multip- 

ipeline arrays in the presence of both faulty PE’s and SE’s. This 
is based on transforming the MAR problem into a maximum flow 
problem; hence, the proposed algorithm is optimal, i.e., it generates 
the maximum number of pipelines. It differs from the approach of [4] 
due to the functional fault model of the switches (the approach of [4] 
uses a physical stuck-at fault model) and the nature of the algorithm 
(the proposed approach is optimal, while the approach of [4] utilizes 
a heuristic condition at a lower execution complexity, thus in Table 
I Pp > Pc). 

The following additional conclusions can be drawn. (1) Using 
the proposed approach, minimum delay reconfiguration can also 
be accomplished. (2) The MAR problem analyzed in this paper 
deals with multipipelines made of heterogeneous stages of PE’s; this 
condition is amenable to a transformation into the maximum flow 
problem. Future research should address optimality also with regard 
to homogeneous multipipeline arrays of length longer than the number 
of stages. (3) An optimal algorithm of linear execution complexity is 
possible; however, this is applicable only to multipipeline arrays with 
column(s) of switches between two PE stages, i.e., it is not applicable 
to the general case of rows of PE’s separated by rows of SE’s [3]. 
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