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Abstract—In this paper, the wire (interconnect)-length distribu-
tion of three-dimensional (3-D) integrated circuits (ICs) is derived
using Rent’s Rule and following the methodology used to estimate
two-dimensional (2-D) (wire-length distribution [1]). Two limiting
cases of connectivity between logic gates on different device layers
are examined by comparing the wire-length distribution and av-
erage and total wire-length. System performance metrics such as
clock frequency, chip area, etc. are estimated using wire-length
distribution, interconnect delay criteria, and simple models rep-
resenting the cost or complexity for manufacturing 3-D ICs. The
technology requirement for interconnects in 3-D integration is also
discussed.

Index Terms—Critical-path, performance, SLIP99: system level
interconnect, VLSI.

I. INTRODUCTION

A S THE critical dimension in VLSI circuits continues to
shrink, system performance of integrated circuits (ICs)

will be increasingly dominated by interconnect’s performance
[2]. In the technology generations approaching 100 nm, in-
novative system architectures and new interconnect materials
will be required to meet the projected system performance
[3]. Solutions based on new interconnect materials and low-k
dielectric offer limited improvement in system performance. To
achieve significant and scalable solutions to the interconnect
delay problem, fundamental changes in system architecture,
design, and fabrication technologies will be necessary.

The chip area in future VLSI systems, such as microproces-
sors, will continue to increase as more transistors and function-
alities are integrated in a chip even with the scaling of the min-
imum feature size [3]. The number and length of global wires
will also increase, and these long global wires will have to driven
at a higher clock speed [4]. It is desirable to keep the wire-length
short using innovative solutions based on system architecture,
routing, and placement [5], [6]. Three-dimensional (3-D) ICs
can alleviate the interconnect delay problem by offering flexi-
bility in system design, placement and routing. The flexibility
to place devices along the third dimension allows higher device
density and smaller chip area in 3-D ICs. The critical intercon-
nection paths that limit system performance can also be short-
ened by 3-D integration to achieve higher clock speed. In 3-D
ICs, device layers fabricated with different front-end processes
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Fig. 1. Cross section of a 3-D IC formed by low-temperature wafer bonding
of thin Si or SOI device layers. The inter-device layer interconnects are formed
by high aspect ratio vias through device layers.

or for different functionalities can be integrated to form systems
on a chip [7].

Our proposed 3-D IC, as shown in Fig. 1, is formed by
low-temperature wafer bonding of multiple device-interconnect
layers [8], [9]. Other enabling technologies for fabricating 3-D
ICs include epitaxial growth, laser beam recrystalization, etc.
[10], [11]. The thickness of the bottom most device layer, in our
proposed 3-D technology, is in the range of 500–700m. The
thickness of all other device layers is in the range of 1–1.5m
if silicon-on-insulator (SOI) wafers are used and100 m
if thinned bulk Si wafers are used. Using a high aspect ratio
via technology, similar to the conventional via technology in
a multi-layer interconnect metallization process, very short
interconnection paths can be established between logic gates
in different device layers. Ideally, it is desirable to integrate as
many device layers as possible. However, the manufacturing
cost or complexity, yield, heat removal issues, etc. can limit
the number of device layers in a 3-D IC. In the context of our
discussion, an IC with few device layers will still be called 3-D
IC.

Recently, Daviset al. proposed a methodology, based on
system-level modeling, to estimate key performance metrics
such as clock frequency, chip area, etc., of two-dimensional
(2-D) ICs [12]. In system-level analysis, dependencies between
the chip area, interconnection complexity, and interconnect
delay are modeled in a consistent way [12]–[14]. In an earlier
work, asymptotic dependencies of the average interconnection
length and system’s physical size on the number of components
in a system were estimated for 3-D circuits [6]. Unlike the
work presented in [6], an extension of Davis’ methodology
to 3-D circuits can be implemented easily in design tools to
assess trade-offs between various 3-D design approaches and
their technology requirements (chip area, wiring pitch, number
of interconnect layers, etc.). Our work represents an extension
of Davis’ system-level analysis [1], [12] to 3-D ICs. The
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wire-length distribution, interconnect delay criteria, and simple
cost models are used to estimate key performance metrics and
technology requirements for interconnects in 3-D ICs.

In Sections II and III, the derivation of the wire-length dis-
tribution for 2-D and 3-D ICs is presented. The models and pa-
rameters that are used for system-level performance estimation
are presented in Section IV along with simulation results. The
technology requirement for interconnects in 3-D ICs is given in
Section V, followed by conclusions in Section VI.

II. BACKGROUND: 2-D WIRE-LENGTH DISTRIBUTION [1]

The derivation of 2-D wire-length distribution of a collection
of homogeneous random logic networks is based on an empir-
ical relation, Rent’s Rule [15]. Rent’s Rule describes the inter-
connection complexity as a function of the module or system
size in well-partitioned designs. It is modeled by a relationship
between the number of logic gateswithin a module and the
number of interconnection terminalsof the module. It is given
by

(1)

where is the average number of terminals per logic gate, and
Rent’s exponent, , is a constant for a given logic
graph. Rent’s exponent is a measure of interconnection com-
plexity of a design. Rent’s exponent in the range of 0.12–0.75
have been reported in the literature [13], [15]. Generally, memo-
ries (SRAM and DRAM) are associated with a smaller value of
Rent’s exponent, and logic circuits are associated with a higher
value of Rent’s exponent [13].

To derive the point-to-point wire-length distribution
of an IC with transistors, the IC is partitioned into logic
gates, where ; is a function of the average fan-in
(f.i.) and fan-out (f.o.) in the system [13]. The average separation
between adjacent logic gates is called gate pitch, and it is equal
to , where is the chip area.

To derive the 2-D wire-length distribution, the number of in-
terconnections is estimated for a set of logic gate pairs sepa-
rated by Manhattan distancegate pitch using Rent’s Rule. This
process is repeated for taking into account
all gate pair combinations [1]. The procedure for estimating 2-D
wire-length distribution is illustrated in Fig. 2. Daviset al.found
a closed form expression for the point-to-point wire-length dis-
tribution of 2-D ICs [1]. It can be expressed as

(2)

where is a normalization constant, is the number of
gate pairs separated by length, and is the number of
interconnections between these logic gate pairs.

The normalization constant, , is found such that
, where is the total number

of interconnections in the system [1]. In 2-D ICs, is
given by [1]

(3)

Fig. 2. The derivation of 2-D wire-length distribution:N = 1 is the logic
gate under investigation,N is the number of target logic gates at Manhattan
distancel gate pitch, andN is the number of logic gates in betweenN and
N . The values of the number of interconnections between logic gates inN

andN for 1 � l �
p
N � 2 are superimposed to estimate the wire-length

distribution.

can be found by applying Rent’s Rule, and conserving
the total number of interconnections, and it is given by [1]

(4)

where and are Rent’s parameters and .
In 2-D systems, , , and . For large
values of , using binomial expansion, (4) reduces to

.

III. 3-D WIRE-LENGTH DISTRIBUTION

To derive the 3-D wire-length distribution, we follow a non-
hierarchical methodology similar to the one used for estimating
the 2-D wire-length distribution [1]. Other approaches for esti-
mating the 3-D wire-length distribution and average wire-length
are generally based on hierarchical partitioning [16], [17]. Both
hierarchical and nonhierarchical approaches for estimating the
wire-length distribution and average wire-length reflect similar
scaling behavior (number of wires and wire-length as a func-
tion of system’s size) [18], [19]. The choice of extending Davis’
method to 3-D is primarily due to the simplicity in its deriva-
tion and implementation. However, some of the hierarchical ap-
proaches estimate the upper bound of the average wire-length,
and this upper bound can deviate from the experimentally ob-
tained value by as much as a factor of 2 [17], [19], [20]. A refine-
ment of the hierarchical approach for wire-length estimation, for
better accuracy, has also been reported [16].

A. Derivation

Rent’s parameters, to a large extent, depend on the design
itself and not on the implementation. If the placement of a de-
sign in 2-D and 3-D is optimal, differences between Rent’s pa-
rameters in both implementations are likely to be very small.
So, we assume same Rent’s parameters are applicable to both
2-D and 3-D integration of an IC. Similar to (2), we define the
wire-length distribution in 3-D ICs as

(5)
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Fig. 3. The derivation of 3-D wire-length distribution:N = 1 is the logic
gate under investigation,N is the number of target logic gates at Manhattan
distancel gate pitch, andN is the number of logic gates in betweenN and
N .

where is a normalization constant, is the number of
gate pairs in 3-D, and is the number of interconnections
between these gate pairs. The derivation of the wire-length dis-
tribution of 3-D ICs is illustrated in Fig. 3. Similar to 2-D ICs,

, is the number of logic gatesgate pitch apart from
, and is the number of logic gates in between and .

In 3-D ICs, and include logic gates located on multiple
device layers. is the vertical separation between adjacent de-
vice layers in units of gate pitch.

The normalization constant is found such that the
total number of interconnections,

, is conserved. In 3-D ICs

(6)

Intra-layer number of gate pairs, ,
and inter-layer number of gate pairs,

, where is the number
of device layers and is the unit step function; and
are constants that depend on the number of device layers and
the range of interconnects. In a 3-D integration scheme, the
range of interconnects is defined as the maximum vertical
separation (in units of number of device layers) between the
source and sink terminals of intra- and inter-device layer
interconnects.

In Fig. 4, analytically estimated values of and exact
values of , obtained by a computer enumeration, are
shown. In estimating , all 3-D gate pairs are included,
and it is assumed that the separation between adjacent device
layers, , is one gate pitch. The value of a gate pitch, ,
is typically in the range of , where is the minimum
feature size. Based on our proposed 3-D technology and using
SOI wafers, it will be feasible to form highly dense vias for short
inter-device layer interconnection paths, and the valuecan
be comparable to a gate pitch. However, depending on the de-
sign styles and how densely inter-device layer interconnections
are allowed, there can be delay-penalties for routing signals on
inter-device layer interconnects, and the effective value ofcan
be much higher than a gate pitch [21].

can also be found by using (4). However, values of
and are calculated differently. As an example, the pro-

cedure for estimating , and in a 3-D IC with three

Fig. 4. Number of gate pairs,M (l), versus gate pair separation in a 3-D IC
with 1000 logic gates.

Fig. 5. Procedure for estimating the average values ofN ,N , andN in 3-D
ICs.

device layers is illustrated in Fig. 5. We observe thatcan be
restricted to 0, 1, and 2. So, average values ofand for

are used to estimate . In general, in a
3-D IC with device layers, average values of and for

are used to estimate . This ap-
proach also allows us to examine the effect of varying the upper
bound of range, , on and . Using this proce-
dure, average values of , , and , for a 3-D IC with
device layers are given in (7)

(7)
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Fig. 6. The wire-length distribution of 3-D ICs for negligible connectivity
between logic gates on different device layers (r = 0).

In cubic implementation of 3-D IC, where ,
. When

, is estimated using values of , , and
given in (7).

B. Results

Using this methodology, the wire-length distribution of 3-D
random logic networks with 3.5 million logic gates is estimated.
In our case studies and are assumed. These are
typical Rent’s parameters in a full- or semi-custom logic de-
sign in high-performance circuits such as microprocessors [14].
Considering the cost or complexity for manufacturing 3-D cir-
cuits, realizable 3-D circuits will most likely have a few device
layers. In simulation results presented in the following sections

has been assumed.
We consider two limiting cases of 3-D integration based on

how efficiently the third dimension is utilized for inter-device
layer interconnections. In the first case, we assume the system
is partitioned and placed in multiple layers in a way that the
number of inter-device layer interconnects is negligible com-
pared to the number of intra-device layer interconnects. This
interconnection scheme does not utilize the vertical dimension
efficiently, and it can be represented by a 3-D interconnection
scheme with . The wire-length distribution
in this case is approximated as , where

is the 2-D wire-length distribution of interconnects
within each device layer. The wire-length distribution for this
case is shown in Fig. 6.

In the other case, and there is comparable
connectivity between logic gates on different and same device
layers. As a result of the high connectivity between logic gates
on different device layers, there will be a significant number
of inter-device layer interconnects. The wire-length distribution
for can be estimated using the methodology
described in Section III-A, and it is shown in Fig. 7. The dotted
region in Fig. 7 which may correspond to the distribution of long
or global wires is shown separately in Fig. 8.

Fig. 7. The wire-length distribution of 3-D IC forr = N � 1.

Fig. 8. Dotted region of the wire-length distribution of Fig. 7.

For , the wire-length distribution is nar-
rower with higher number of short wires and fewer long wires
than the case with . The average and total wire-length for

are also shorter compared to the case with
. In Figs. 9 and 10, the total and average wire-length in

3-D ICs are plotted as a function of the number of logic gates.
The reduction in the average and total wire-length for
results from the physical shrinking of system’s size, whereas
for , both the reduction in system’s physical
size and the elimination of many global wires by shorter local or
semi-global wires result in shorter average and total wire-length.
Our estimation of the average wire-length for is
roughly a factor of 2 smaller than the average wire-length of 3-D
ICs for complete 3-D partitioning based on Masaki’s method-
ology [17]. However, it is known that Masaki’s methodology
computes the upper bound of the average wire-length, and in
2-D ICs, the estimated value of the average wire-length can de-
viate from the experimentally obtained value by as much as a
factor of 2 [17], [19].
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Fig. 9. Total wire-length in 2-D and 3-D ICs.

Fig. 10. Average wire-length in 2-D and 3-D ICs.

We have also examined the effect of varying on av-
erage and total wire-length. Simulation results of average wire-
length in a 3-D IC with four device layers are shown in Fig. 11.
For , there is negligible or no connectivity be-
tween logic gates on different device layers; when is one
( ), only inter-device layer interconnections between
nearest device layers and intra-device layer interconnections are
allowed. As is increased, there is higher connectivity be-
tween logic gates on different device layers and the average and
total wire-length become shorter.

IV. SYSTEM-LEVEL PERFORMANCEESTIMATION

The system-level performance estimation methodology has
been used widely over the years for tradeoff studies between
various design approaches and to study the impact of integrating
new technologies on system performance [12]–[14], [22]. One
of the underlying assumptions in this methodology is: the chip
area in logic circuits is interconnect-limited. In system level per-
formance modeling, the interconnection complexity in different

Fig. 11. Average wire-length in a 3-D IC with four device layers for various
upper bound ofr.

types of design approaches such as full- or semi-custom design,
FPGA, etc. is reflected, mainly, in the value of Rent’s exponent.
Interconnect delay criteria are used to model the architectural
and technology dependent design constraints.

A. Models and Parameters

Some of the models and parameters that are used in esti-
mating system-level performance metrics of 3-D ICs are de-
scribed in the following sections:

1) Critical Path Model: We use a critical path model that
has been also used to benchmark existing microprocessor tech-
nologies to compare the system performance of 2-D and 3-D
ICs [14], [22]. Our critical path has a logic depth,, where all
logic gates, with fan out f.o., drive average length wires, while
one logic gate drives a wire of chip-edge length. We also include
a constant clock skew in estimating the delay on the critical path.

To model interconnect delay, we assume and
, where and are the height and width of the intercon-

nect, is the ILD thickness, and is the separation between
neighboring interconnects on the same interconnect level. The
interconnect’s capacitance is estimated by assuming the neigh-
boring interconnect planes act as ground planes [23]. The time
delay on the critical path depends on the size of the logic gates,
and on the RC and time of flight delay of the average length and
long wires. The 50% interconnect delay of a logic gate driving
interconnects with resistance and capacitance is mod-
eled by [13]

(8)

where is the output resistance of a logic gate; and
are the load capacitance and fan-out, respectively.

2) Wiring Efficiency: The wiring efficiency, , defines the
effective utilization of the layout area on each interconnect level.
In estimating , we use the model presented in [14] to ac-
count for the area dedicated to power, ground distribution, and
via-blockage in each interconnect level. It is assumed that vias
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between the 1st andth interconnect levels reduce the wiring
efficiency of the 2nd, 3rd, , th interconnect levels by

. In addition, we include a via-blockage factor to take into
account the reduction in wiring efficiency due to inter-device
layer interconnects.

3) Chip Area: To estimate the chip area, we assume that the
wiring between the logic gates determines the overall chip area.
In other words, the chip area is wiring-limited, and it is esti-
mated by equating the available chip area

with the required chip area

’s are the number of local, semi-global, and global
interconnect levels, respectively, and ’s are their
wiring efficiencies; is the chip area per device layer;

’s are the total wire-length of local, semi-global
and global interconnects, and, and are their wiring
pitches; a is point-to-point wire-length to net-length conver-
sion factor [12]. To evaluate from the wire-length
distribution function, the length of the longest allowable local
and semi-global wires must be known. Typically, local wiring
levels are used to route wires across several logic gates. In a de-
sign, synthesized with 30K- to 100K-gate blocks, semi-global
wiring levels can be used to route wires across their (gate
block’s) semi-perimeters [24]. Considering a 100K-gate design
in 0.18 m technology, we estimate the interconnect delay of
the longest semi-global wires is15% of the clock period. For
simplicity, we also assume a similar delay constraint for the
longest local wire. One should note that these delay criteria
are dependent on the system design, physical placement, and
interconnect technology. Without more detailed knowledge of
a system, it is difficult to provide a better model to partition the
wire-length distribution. is chosen to be twice the minimum
feature size, and is found so that the minimum chip area
and interconnect delay can be achieved [12].is estimated
such that the interconnect delay on the long wire is a fraction

of the total critical path delay. For case studies presented
here, we find that the chip-edge length wire delay corresponds
to 30–40% of the critical path delay when repeaters are not
used and 15% with optimum number of repeaters.

4) Cost Function: To estimate the figures of merit of 2-D
and 3-D ICs, it is important to make a fair comparison between
different 2-D and 3-D technologies. The cost or cost per func-
tion of an IC depends on the equipment productivity, manu-
facturing yield, and the number of chips available per wafer
[3]. The productivity and yield are tied strongly to the manu-
facturing process complexity. Our definition of a cost function
is motivated by a scenario where one would like to fabricate
the same number of 2-D and 3-D chips given a fixed number
of wafers, and different device layers require similar front-end
and back-end fabrication steps. We model the fabrication cost or
complexity by a variable, cost function (c. f.), which is propor-
tional to , where is the number of interconnect levels
per device layer, and is the number of inter-device

layer bonding steps. By examining the processing steps neces-
sary for our proposed wafer bonding scheme, we find that the
complexity associated with the wafer bonding process is com-
parable to the complexity for integrating an additional intercon-
nect level per device layer. The cost function also depends on
the chip area. In our analysis, the total chip area, , is kept
constant. As a result, the chip area of a device layer is reduced
by , and times more dies can be fabricated per wafer.

For example, consider a 2-D IC with chip size, c.f. ,
and . For the same cost function in a 3-D IC with

two device layers, the chip size per device layer is , ,
and . When comparing the system performance of 2-D
and 3-D ICs, values of , , and the chip area are adjusted to
keep the cost function constant.

B. Simulation Results

To study the impact of 3-D integration, we estimate the clock
frequency and chip area of 2-D and 3-D ICs by keeping the
cost function constant. The simulation results are estimated by
solving iteratively a set of equations governing the critical path
delay and wiring requirement.

1) Clock Frequency:The critical path model described in
Section IV-A-1 is used to estimate the clock frequency of 2-D
and 3-D ICs composed of 3.5 million three-input CMOS-based
NAND gates. The minimum feature size is 0.18m. Choosing
a three-input NAND gate does not mean that ICs are always im-
plemented using NAND gates, but this approach simplifies the
modeling and analysis work. The width/length ratio of the tran-
sistors in the critical path is 5. The Rent’s parameters are
and which are typical for logic networks in micro-
processors [14]. The logic depth in our critical path is 15, and
the clock skew is 50 ps. The interconnect materials are Cu and
low-k ( ) inter-layer dielectric, and the interconnect’s
aspect ratio is 1.5. These values are typical for ICs in 0.18m
technology generation [3]. The methodology used in our anal-
ysis for estimating the wiring requirement generally results in a
reverse-scaled interconnect architecture [12], [14].

The clock frequency of 2-D and 3-D ICs with c.f.6, and
total chip area cm , is shown in Fig. 12. Based
on our critical path model, the improvement in clock frequency
in 3-D ICs results from the reduction in interconnect delay of
average length and chip-edge length wires. Also, the total wire-
length in 3-D ICs is smaller than that of 2-D ICs. As a result, for
comparable available wiring area, wiring pitches in 3-D ICs can
be widened to reduce the interconnect delay. However, as more
device layers are integrated, due to the constant cost function
constraint, less wiring area is available in 3-D ICs. The wiring
area is also reduced due to the via blockage of inter-device layer
interconnects. To accommodate the required wiring need within
the available wiring area, interconnect’s pitch has to be reduced.
As a result, the improvement in clock frequency begins to slow
down or diminish (see Fig. 12).

2) Chip Area: To evaluate the impact of 3-D integration on
chip area, we keep the clock frequency and cost function con-
stant, and compute total chip area that meets the wiring require-
ment. The required chip area of 2-D and 3-D ICs with 3.5 mil-
lion logic gates, 450 MHz clock frequency, and c.f. is shown
in Fig. 13. Significant reduction in the total chip area, ,
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Fig. 12. Clock frequency of 2-D and 3-D ICs with 3.5 million logic gates and
minimum feature size of 0.18�m.

Fig. 13. Total Chip area,N A , of 2-D and 3-D ICs for fixed clock frequency,
f = 450 MHz, and cost function, c.f.�6.

can be achieved by 3-D integration. For comparable intercon-
nect delay criteria in 2-D and 3-D ICs, wiring pitches in 3-D
ICs are smaller, and both shorter total wire-length and smaller
wiring pitch contribute to the reduction in total chip area in 3-D
ICs. As more device layers are integrated, the value of the total
chip area may become comparable to the value of de-
vice-limited chip area, and further reduction in total chip area
will not be feasible.

V. TECHNOLOGY REQUIREMENTS

To implement a 3-D IC, it is desirable to form highly dense
vias for inter-device layer interconnects. However, there can be
design rules restricting the density of inter-device layer vias. In
the simplest case, where there is no such restriction and these
vias are distributed uniformly over the chip area, via-density can
be estimated by applying Rent’s Rule.

The total number of point-to-point interconnects in a 2-D IC
with logic gates is given by [20]

(9)

where . In an IC with, ,
, , and , . By resolving

the wire-length distribution into intra- and inter-device layer
components, the total number of inter-device layer intercon-
nects can be estimated. If the total number of interconnects in
2-D and 3-D implementation of an IC is conserved, in a 3-D IC
with , , and , we find that roughly
20 of the total number of interconnects are due to inter-device
layer components. If the total chip area is 3.5 cm, the corre-
sponding inter-device layer via (interconnect) pitch is m.
For and , the total number of inter-device layer
interconnects is roughly ,
and the corresponding inter-device layer via pitch is 99m.

The methodology presented here can be applied easily to 3-D
ICs with higher number device layers. As more device layers are
integrated, via-density will increase. High via-density reduces
the wiring efficiency due to via-blockage and also makes it dif-
ficult to fabricate such 3-D systems. The number of inter-de-
vice layer interconnects can be reduced significantly by intro-
ducing an additional design constraint. Generally, there are nu-
merous local and semi-global interconnects compared to global
interconnects. Eliminating some of the local inter-device layer
wiring channels results in a significant reduction in the number
of inter-device layer interconnects and only a small increase
in total wire-length. For example, with and

, if inter-device layer interconnects are composed of
wires longer than five gate pitches rather than one gate pitch, the
number of inter-device layer interconnects reduces by a factor
of 4, and the corresponding increase in total wire-length is only
13 .

VI. CONCLUSION

In this paper, a methodology for estimating the wire-length
distribution and system-level performance metrics of 3-D
ICs have been described. Based on our initial case studies,
significant reduction in interconnect delay and chip area can
be achieved by 3-D integration. As more device layer are
integrated, due to the fixed cost function constraint and the
wiring area reduction due to via-blockage, improvement in
system performance begins to slow down. It is found that for
comparable inter- and intra-device layer connectivity, very high
inter-device layer via density is required, and the via-density
requirement can limit the number of device layers that can be
integrated. Though the simulation results are presented for one
technology generation, we believe similar conclusions can be
made for other technology generations as well.
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