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A Simple Improved Full Search for Vector
Quantization Based on Winograd’s Identity

Kuo-Liang Chung, Wen-Ming Yan, and Jung-Gen Wu

Abstract—Vector quantization (VQ) technique is a well known
method in image compression. Employing Winograd’s identity,
this letter presents a simple improved method in order to cut
the computation time in the full search method for VQ nearly
50%. Some experiments are carried out to confirm the theoretical
analysis.

Index Terms—Full search, image compression, vector quantiza-
tion, Winograd’s identity.

I. INTRODUCTION

V ECTOR quantization (VQ) [2] has a long history in lossy
image compression. In VQ, the sender encodes an image

using an encoder, and the receiver decodes the compressed
image using a decoder. For both the sender and receiver, they
have the same codebook, which can be constructed using
many algorithms, for example, the Linde, Buzo, and Gray
(LBG) algorithm [4]. The image is first partitioned into many
blocks. Suppose each block is a 44 subimage viewed as a
sixteen-dimensional (16-D) vector, then a 512512 image
can be decomposed into 128128 blocks. Given a block, i.e.,
input vector, it is an important research topic to design a search
algorithm for finding the closest codeword in the codebook.

Let the input vector be -dimensional and be denoted by
. Let the size of the codebook be ,

i.e., there are codewords, , each codeword
being -dimensional. Theth codeword for
is denoted by . Given an input vector ,
finding the closest codeword in the codebook is equal to finding

such that the squared Euclidean distance is minimal, i.e.,
. In the

full search method (FS for short), we examine all the codewords
in the codebook. Commonly, this distance is also called the dis-
tortion between the input block and the resulting reproduction
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of the block and is used to measure the quality of the compres-
sion. Although VQ is an efficient method for low bit rate image
compression, it is time consuming for high-dimensional vectors
in the search phase. Many researchers [1], [2], [5], [6], [3] have
developed different kinds of efficient search algorithms. How-
ever, without any preprocessing overhead, FS has advantages
such as simplicity and global optimal solution.

Employing Winograd’s identity [7], this letter presents a
simple improved FS (IFS for short) in order to cut the com-
putation time in FS for VQ nearly 50%. Some experiments
are carried out to confirm the theoretical analysis. In fact,
plugging other data structures such as a-dimensional tree [5]
and the other coordinate formulation such as spherical distance
coordinate formulation [6] into the proposed IFS can improve
the search time more, but the detailed discussion is beyond the
scope of this paper.

II. THE PROPOSEDIFS

Let and be two given subsets of , where and can
be viewed as the set of input vectors and the codebook, respec-
tively. In FS, for each input vector ,
we want to find a such that

Given a codeword

the squared Euclidean distance between the input vectorand
the codeword is written as

(1)

Employing Winograd’s identity, the second summation term at
the right side of (1) can be written as
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Hence, the squared Euclidean distance in (1) becomes

For any and
, we define

and

and we then have

If satisfies

then we have

(2)

TABLE I
ENCODING TIME FOR THE 256� 16 CODEBOOK

From (2), since will not affect the search re-
sult, the concerning computation will be dominated by

, which constitutes the main
body of the proposed IFS. First, the values of all the ’s
can be calculated in the preprocessing step easily. Once all the

values have been calculated, they can be used repeatedly.
The formal algorithm for implementing the proposed IFS is
listed as follows.

for to

end for
for to

min
for to

if min then
min

end if
end for

Now satisfy

encode by the index
end for

Using straightforward computation for calculating (1), it
takes subtractions, 1 additions, and multiplications
for the input vector and one codeword. Since there are
codewords to be examined, in total, subtractions,
additions, and multiplications are needed for computing
(1). In the proposed IFS, we first calculate the values of ’s
for all ’s. Since the size of the codebook is small and can
be used repeatedly, this preprocessing time is negligible.
Afterward, for each and , calculating the value
of needs only one subtraction,
additions, and multiplications. In total, subtractions,

additions, and multiplications are needed
for each input vector . For any modern computer, the
time required for a multiplication is much larger than that for an
addition (or a subtraction). Therefore, the proposed improved
method cuts the computation time to nearly half.

III. EXPERIMENTAL RESULTS

Four popular 512 512 images are used as the benchmark
to evaluate the performance of the proposed method. The four
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adopted images are Lena, baboon, F16, and pepper. The ma-
chine used is the IBM compatible personal computer with 350
MHz Pentium III microprocessor.

The execution time (in seconds) needed in our IFS and the
FS is listed in Table I. Here, the codebook has 256 codewords,
and the block size is 4 4, i.e., the size of the codebook is
256 16. The codebook is generated from the Lena image by
using the LBG algorithm [4]. The experimental results show
that the proposed method cuts computation time nearly 50%,
as expected.
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