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Robust Stability of Uncertain Quantum Systems

Ian R. Petersen, Valery Ugrinovskii and Matthew R James

Abstract— This paper considers the problem of robust stabil-
ity for a class of uncertain quantum systems subject to unknown
perturbations in the system Hamiltonian. Some general stability
results are given for different classes of perturbations tothe
system Hamiltonian. Then, the special case of a nominal linear
quantum system is considered with either quadratic or non-
quadratic perturbations to the system Hamiltonian. In this case,
robust stability conditions are given in terms of strict bounded
real conditions.

I. I NTRODUCTION

An important concept in modern control theory is the
notion of robust or absolute stability for uncertain nonlinear
systems in the form of a Lur’e system with an uncertain
nonlinear block which satisfies a sector bound condition;
e.g., see [1]. This enables a frequency domain condition for
robust stability to be given. This characterization of robust
stability enables robust feedback controller synthesis tobe
carried out usingH∞ control theory; e.g., see [2]. The aim
of this paper is to extend classical results on robust stability
to the case of quantum systems. This is motivated by a desire
to apply quantumH∞ control such as presented in [3], [4]
to nonlinear and uncertain quantum systems.

In recent years, a number of papers have considered the
feedback control of systems whose dynamics are governed
by the laws of quantum mechanics rather than classical
mechanics; e.g., see [3]–[15]. In particular, the papers [12],
[16] consider a framework of quantum systems defined in
terms of a triple(S,L,H) whereS is a scattering matrix,
L is a vector of coupling operators andH is a Hamiltonian
operator. The paper [16] then introduces notions of dissipa-
tivity and stability for this class of quantum systems. In this
paper, we build on the results of [16] to obtain robust stability
results for uncertain quantum systems in which the quantum
system Hamiltonian is decomposed asH = H1 + H2

where H1 is a known nominal Hamiltonian andH2 is a
perturbation Hamiltonian, which is contained in a specified
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set of HamiltoniansW . The set of perturbation Hamiltonians
W corresponds to the set of exosystems considered in [16].

For this general class of uncertain quantum systems, a
number of stability results are obtained. The paper then
considers the case in which the nominal HamiltonianH1 is
a quadratic function of annihilation and creation operators
and the coupling operator vector is a linear function of
annihilation and creation operators. This case corresponds
to a nominal linear quantum system; e.g., see [3], [4], [8],
[10], [15]. In this special case, robust stability results are
obtained in terms of a frequency domain condition.

The remainder of the paper proceeds as follows. In Section
II, we define the general class of uncertain quantum systems
under consideration. In Section III, we consider a special
class of quadratic perturbation Hamiltonians and obtain a
robust stability result for this case. In Section IV, we consider
a general class of non-quadratic perturbation Hamiltonians.
In Section V, we specialize to the case of a linear nominal
quantum systems and obtain a number of robust stability
results for this case in which stability conditions are given
in terms of a strict bounded real condition. In Section VI,
we present an illustrative example and in Section VII, we
present some conclusions.

II. QUANTUM SYSTEMS

We consider open quantum systems defined by parameters
(S,L,H) whereH = H1 + H2; e.g., see [12], [16]. The
corresponding generator for this quantum system is given by

G(X) = −i[X,H ] + L(X) (1)

whereL(X) = 1
2L

†[X,L] + 1
2 [L

†, X ]L. Here, [X,H ] =
XH −HX denotes the commutator between two operators
and the notation† denotes the adjoint transpose of a vector
of operators. Also,H1 is a self-adjoint operator on the under-
lying Hilbert space referred to as the nominal Hamiltonian
andH2 is a self-adjoint operator on the underlying Hilbert
space referred to as the perturbation Hamiltonian. The triple
(S,L,H), along with the corresponding generators define
the Heisenberg evolutionX(t) of an operatorX according
to a quantum stochastic differential equation; e.g., see [16].

The problem under consideration involves establishing
robust stability properties for an uncertain open quantum
system for the case in which the perturbation Hamiltonian is
contained in a given setW . Using the notation of [16], the set
W defines a set of exosystems. This situation is illustrated
in the block diagram shown in Figure 1. The main robust
stability results presented in this paper will build on the
following result from [16].
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Fig. 1. Block diagram representation of an open quantum system interacting
with an exosystem.

Lemma 1 (See Lemma 3.4 of [16].):Consider an open
quantum system defined by(S,L,H) and suppose there ex-
ists a non-negative self-adjoint operatorV on the underlying
Hilbert space such that

G(V ) + cV ≤ λ (2)

where c > 0 and λ are real numbers. Then for any plant
state, we have

〈V (t)〉 ≤ e−ct 〈V 〉+ λ

c
, ∀t ≥ 0.

HereV (t) denotes the Heisenberg evolution of the operator
V and 〈·〉 denotes quantum expectation; e.g., see [16].

A. Commutator Decomposition

Given set of non-negative self-adjoint operatorsP and real
parametersγ > 0, δ ≥ 0, we now define a particular set of
perturbation HamiltoniansW1. This setW1 is defined in
terms of the commutator decomposition

[V,H2] = [V, z†]w − w†[z, V ] (3)

for V ∈ P wherew and z are given vectors of operators.
Here, the notation[z, V ] for a vector of operatorsz and
a scalar operatorV denotes the corresponding vector of
commutators. Also, this set will be defined in terms of the
sector bound condition:

w†w ≤ 1

γ2
z†z + δ. (4)

Indeed, we define

W1 =

{

H2 : ∃w, z such that (4) is satisfied
and (3) is satisfied∀V ∈ P

}

. (5)

Using this definition, we obtain the following theorem.
Theorem 1:Consider a set of non-negative self-adjoint

operatorsP and an open quantum system(S,L,H) where
H = H1 +H2 andH2 ∈ W1 defined in (5). If there exists
a V ∈ P and real constantsc > 0, λ̃ ≥ 0 such that

− i[V,H1] +L(V ) + [V, z†][z, V ] +
1

γ2
z†z + cV ≤ λ̃, (6)

then

〈V (t)〉 ≤ e−ct 〈V 〉+ λ̃+ δ

c
, ∀t ≥ 0.

Proof: Let V ∈ P be given and considerG(V ) defined in
(1). Then

G(V ) = −i[V,H1] + L(V )− i[V, z†]w + iw†[z, V ]

(7)

using (3). Now sinceV is self-adjoint [V, z†]† = [z, V ].
Therefore,

0 ≤
(

[V, z†]− iw†
) (

[V, z†]− iw†
)†

= [V, z†][z, V ] + i[V, z†]w − iw†[z, V ] + w†w.

Substituting this into (7), it follows that

G(V ) ≤ −i[V,H1] + L(V ) + [V, z†][z, V ] +
1

γ2
z†z + δ

(8)

using (4). Hence, (6) implies (2) holds withλ = λ̃ + δ.
Therefore, the result follows from Lemma 1. ✷

B. Alternative Commutator Decomposition

We now consider an alternative set of perturbation Hamil-
toniansW2. For a given set of non-negative self-adjoint
operatorsP and real parametersγ > 0, δ1 ≥ 0, δ2 ≥ 0, this
setW2 is defined in terms of the commutator decomposition

[V,H2] = [V, z]w∗
1 − w1[z

∗, V ]

+
1

2
[z, [V, z]]w∗

2 −
1

2
w2 [z, [V, z]]

∗ (9)

for V ∈ P wherew1, w2 and z are given scalar operators.
Here, the notation∗ denotes the adjoint of an operator. Also,
the setW2 will be defined in terms of the sector bound
condition

w1w
∗
1 ≤ 1

γ2
zz∗ + δ1 (10)

and the condition
w2w

∗
2 ≤ δ2. (11)

Then, we define

W2 =

{

H2 : ∃w1, w2, z such that (10) and (11)
are satisfied and (9) is satisfied∀V ∈ P

}

.

(12)
Using this definition, we obtain the following theorem.

Theorem 2:Consider a set of non-negative self-adjoint
operatorsP and an open quantum system(S,L,H) where
H = H1 + H2 and H2 ∈ W2 defined in (12). If there
exists aV ∈ P and real constantsc > 0, λ̃ ≥ 0 such that
µ = [z, [V, z]] is a constant and

−i[V,H1] + L(V ) + [V, z][z∗, V ] +
1

γ2
zz∗ + cV ≤ λ̃.

(13)

Then

〈V (t)〉 ≤ e−ct 〈V 〉+ λ̃+ δ1 + µµ∗/4 + δ2
c

, ∀t ≥ 0.



Proof: Let V ∈ P be given and considerG(V ) defined in
(1). Then

G(V ) = −i[V,H1] + L(V )− i[V, z]w∗
1 + iw1[z

∗, V ]

−iµw∗
2 + iw2µ

∗ (14)

using (9). Now[V, z]∗ = z∗V − V z∗ = [z∗, V ] sinceV is
self-adjoint. Therefore,

0 ≤ ([V, z]− iw1) ([V, z]− iw1)
∗

= [V, z][z∗, V ] + i[V, z]w∗
1

−iw1[z
∗, V ] + w1w

∗
1

and hence

− i[V, z]w∗
1 + iw1[z

∗, V ] ≤ [V, z][z∗, V ] + w1w
∗
1 . (15)

Also,

0 ≤
(

1

2
µ− iw2

)(

1

2
µ− iw2

)∗

=
1

4
µµ∗ − i

2
w2µ

∗ +
i

2
µw∗

2 + w2w
∗
2

and hence

i

2
w2µ

∗ − i

2
µw∗

2 ≤ 1

4
µµ∗ + w2w

∗
2 . (16)

Substituting (15) and (16) into (14), it follows that

G(V ) ≤ −i[V,H1] + L(V ) + [V, z][z∗, V ]

+
1

γ2
zz∗ + δ1 + µµ∗/4 + δ2 (17)

using (10) and (11). Then it follows from (13) that

G(V ) + cV ≤ λ̃+ δ1 + µµ∗/4 + δ2.

Then the result of the theorem follows from Lemma 1.✷

III. QUADRATIC PERTURBATIONS OF THEHAMILTONIAN

In this section, we consider a setW3 of quadratic pertur-
bation Hamiltonians of the following form

H2 =
1

2

[

ζ† ζT
]

∆

[

ζ
ζ#

]

(18)

where∆ ∈ C2m×2m is a Hermitian matrix of the form

∆ =

[

∆1 ∆2

∆#
2 ∆#

1

]

(19)

and∆1 = ∆†
1, ∆2 = ∆T

2 . Also, ζ = E1a + E2a
#. Here

a is a vector of annihilation operators on the underlying
Hilbert space anda# is the corresponding vector of creation
operators. Also, in the case of matrices, the notation† refers
to the complex conjugate transpose of a matrix. In the case
vectors of operators, the notation# refers to the vector of
adjoint operators and in the case of complex matrices, this
notation refers to the complex conjugate matrix.

The annihilation and creation operators are assumed to
satisfy the canonical commutation relations:
[

[

a
a#

]

,

[

a
a#

]†
]

=

[

a
a#

] [

a
a#

]†

−
(

[

a
a#

]# [
a
a#

]T
)T

= J (20)

whereJ =

[

I 0
0 −I

]

; e.g., see [9], [13], [15].

The matrix∆ is subject to the norm bound

‖∆‖ ≤ 2

γ
(21)

where ‖ · ‖ denotes the matrix induced norm (maximum
singular value). Then we define

W3 =

{

H2 of the form (18) such that
conditions (19 and (21) are satisfied

}

. (22)

Using this definition, we obtain the following lemma.
Lemma 2:For any set of self-adjoint operatorsP ,

W3 ⊂ W1.
Proof: Given anyH2 ∈ W3, let

w =
1

2

[

∆1 ∆2

∆#
2 ∆#

1

] [

ζ
ζ#

]

=
1

2

[

∆1ζ +∆2ζ
#

∆#
2 ζ +∆#

1 ζ
#

]

and

z =

[

ζ
ζ#

]

=

[

E1 E2

E#
2 E#

1

] [

a
a#

]

= E

[

a
a#

]

.

(23)
Hence,

H2 = w†z =
1

2

[

a† aT
]

E†∆E

[

a
a#

]

.

Then, for anyV ∈ P ,

[V, z†]w =
1

2

(

V ζ†∆1ζ + V ζ†∆2ζ
#

+V ζT∆#
2 ζ + V ζT∆#

1 ζ
#

)

−1

2

(

ζ†V∆1ζ + ζ†V∆2ζ
#

+ζTV∆#
2 ζ + ζTV∆#

1 ζ
#

)

.

Also,

w†[z, V ] =
1

2

(

ζ†∆1ζV + ζT∆#
2 ζV

+ζ†∆2ζ
#V + ζT∆#

1 ζ
#V

)

− 1

2

(

ζ†V∆1ζ + ζTV∆#
2 ζ

+ζ†V∆2ζ
# + ζTV∆#

1 ζ
#

)

.

Hence,

[V, z†]w − w†[z, V ]

=
1

2

(

V ζ†∆1ζ + V ζ†∆2ζ
# + V ζT∆#

2 ζ + V ζT∆#
1 ζ

#
)

− 1

2

(

ζ†∆1ζV + ζT∆#
2 ζV

+ζ†∆2ζ
#V + ζT∆#

1 ζ
#V

)

= VH2 −H2V = [V,H2]



and thus (3) is satisfied. Also, condition (21) implies

1

4

[

ζ† ζT
]

∆∆

[

ζ
ζ#

]

≤ 1

γ2

[

ζ† ζT
]

[

ζ
ζ#

]

which implies (4) for anyδ ≥ 0. Hence,H2 ∈ W1. Since,
H2 ∈ W3 was arbitrary, we must haveW3 ⊂ W1. ✷

IV. N ON-QUADRATIC PERTURBATION HAMILTONIANS

In this section, we define a set of non-quadratic pertur-
bation Hamiltonians denotedW4. For a given set of non-
negative self-adjoint operatorsP and real parametersγ > 0,
δ1 ≥ 0, δ2 ≥ 0, the setW4 is defined in terms of the
following power series (which is assumed to converge in
the sense of the induced operator norm on the underlying
Hilbert space)

H2 = f(ζ, ζ∗) =

∞
∑

k=0

∞
∑

ℓ=0

Skℓζ
k(ζ∗)ℓ =

∞
∑

k=0

∞
∑

ℓ=0

SkℓHkℓ.

(24)
Here Skℓ = S∗

ℓk, Hkℓ = ζk(ζ∗)ℓ, and ζ is a scalar
operator on the underlying Hilbert space. It follows from
this definition that

H∗
2 =

∞
∑

k=0

∞
∑

ℓ=0

S∗
kℓζ

ℓ(ζ∗)k =

∞
∑

ℓ=0

∞
∑

k=0

Sℓkζ
ℓ(ζ∗)k = H2

and thusH2 is a self-adjoint operator. Note that it follows
from the use of Wick ordering that the form (24) is the most
general form for a perturbation Hamiltonian defined in terms
of a single scalar operatorζ.

Also, we let

f ′(ζ, ζ∗) =

∞
∑

k=1

∞
∑

ℓ=0

kSkℓζ
k−1(ζ∗)ℓ, (25)

f ′′(ζ, ζ∗) =

∞
∑

k=1

∞
∑

ℓ=0

k(k − 1)Skℓζ
k−2(ζ∗)ℓ (26)

and consider the sector bound condition

f ′(ζ, ζ∗)∗f ′(ζ, ζ∗) ≤ 1

γ2
ζζ∗ + δ1 (27)

and the condition

f ′′(ζ, ζ∗)∗f ′′(ζ, ζ∗) ≤ δ2. (28)

Then we define the setW4 as follows:

W4 =

{

H2 of the form (24) such that
conditions (27) and (28) are satisfied

}

. (29)

Note that the condition (28) effectively amounts to a global
Lipschitz condition on the quantum nonlinearity.

In this section, the set of non-negative self-adjoint opera-
torsP will be assumed to satisfy the following assumption:

Assumption 1:Given anyV ∈ P , the quantity

µ = [ζ, [V, ζ]] = ζ[V, ζ]− [V, ζ]ζ

is a constant.

Lemma 3:Suppose the set of self-adjoint operatorsP
satisfies Assumption 1. Then

W4 ⊂ W2.
Proof: First, we note that given anyV ∈ P andk ≥ 1,

V ζ = [V, ζ] + ζV ;

...

V ζk =
k
∑

n=1

ζn−1[V, ζ]ζk−n + ζkV. (30)

Also for anyn ≥ 1,

ζ[V, ζ] = [V, ζ]ζ + µ;
...

ζn−1[V, ζ] = [V, ζ]ζn−1 + (n− 1)ζn−2µ. (31)

Therefore using (30) and (31), it follows that

V ζk =

k
∑

n=1

[V, ζ]ζn−1ζk−n + (n− 1)ζn−2ζk−nµ

+ζkV

=
k
∑

n=1

[V, ζ]ζk−1 + (n− 1)ζk−2µ+ ζkV

= k[V, ζ]ζk−1 +
k(k − 1)

2
ζk−2µ+ ζkV

which holds for anyk ≥ 0. Similarly

(ζ∗)kV = k(ζ∗)k−1[ζ∗, V ] +
k(k − 1)

2
µ∗(ζ∗)k−2

+V (ζ∗)k.

Now given anyH2 ∈ W4, k ≥ 0, ℓ ≥ 0, we have

[V,Hkℓ] = k[V, ζ]ζk−1(ζ∗)ℓ +
k(k − 1)

2
µζk−2(ζ∗)ℓ

+ζkV (ζ∗)ℓ

−kζℓ(ζ∗)k−1[ζ∗, V ]− k(k − 1)

2
µ∗ζℓ(ζ∗)k−2

−ζℓV (ζ∗)k

= k[V, ζ]ζk−1(ζ∗)ℓ − kζℓ(ζ∗)k−1[ζ∗, V ]

+
k(k − 1)

2
µζk−2(ζ∗)ℓ

−k(k − 1)

2
µ∗ζℓ(ζ∗)k−2. (32)

Therefore,

[V,H2] =

∞
∑

k=0

∞
∑

ℓ=0

Skℓ[V,Hkℓ]

= [V, ζ]f ′(ζ, ζ∗)− f ′(ζ, ζ∗)∗[ζ∗, V ]

+
1

2
µf ′′(ζ, ζ∗)− 1

2
µ∗f ′′(ζ, ζ∗)∗. (33)

Now letting

z = ζ, w1 = f ′(ζ, ζ∗)∗, andw2 = f ′′(ζ, ζ∗)∗, (34)



it follows that condition (9) is satisfied. Furthermore, con-
ditions (10), (11) follow from conditions (27), (28) respec-
tively. Hence,H2 ∈ W2. Since,H2 ∈ W4 was arbitrary, we
must haveW4 ⊂ W2. ✷

V. THE L INEAR CASE

We now consider the case in which the nominal quantum
system corresponds to a linear quantum system; e.g., see [3],
[4], [8], [10], [15]. In this case, we assume thatH1 is of the
form

H1 =
1

2

[

a† aT
]

M

[

a
a#

]

(35)

whereM ∈ C
2n×2n is a Hermitian matrix of the form

M =

[

M1 M2

M#
2 M#

1

]

andM1 = M †
1 , M2 = MT

2 . In addition, we assumeL is of
the form

L =
[

N1 N2

]

[

a
a#

]

(36)

whereN1 ∈ Cm×n andN2 ∈ Cm×n. Also, we write
[

L
L#

]

= N

[

a
a#

]

=

[

N1 N2

N#
2 N#

1

] [

a
a#

]

.

In addition we assume thatV is of the form

V =
[

a† aT
]

P

[

a
a#

]

(37)

whereP ∈ C
2n×2n is a positive-definite Hermitian matrix

of the form

P =

[

P1 P2

P#
2 P#

1

]

. (38)

Hence, we consider the set of non-negative self-adjoint
operatorsP1 defined as

P1 =

{

V of the form (37) such thatP > 0 is a
Hermitian matrix of the form (38)

}

.

(39)
In the linear case, we will consider a specific notion of

robust mean square stability.
Definition 1: An uncertain open quantum system defined

by (S,L,H) whereH = H1 + H2 with H1 of the form
(35),H2 ∈ W , andL of the form (36) is said to berobustly
mean square stableif for any H2 ∈ W , there exist constants
c1 > 0, c2 > 0 andc3 ≥ 0 such that

〈

[

a(t)
a#(t)

]† [
a(t)
a#(t)

]

〉

≤ c1e
−c2t

〈

[

a
a#

]† [
a
a#

]

〉

+ c3 ∀t ≥ 0. (40)

Here

[

a(t)
a#(t)

]

denotes the Heisenberg evolution of the

vector of operators

[

a
a#

]

; e.g., see [16].

In order to address the issue of robust mean square
stability for the uncertain linear quantum systems under
consideration, we first require some algebraic identities.

Lemma 4:Given V ∈ P1, H1 defined as in (35) andL
defined as in (36), then

[V,H1] =
[

[

a† aT
]

P

[

a
a#

]

,
1

2

[

a† aT
]

M

[

a
a#

]]

=

[

a
a#

]†

[PJM −MJP ]

[

a
a#

]

.

Also,

L(V ) =
1

2
L†[V, L] +

1

2
[L†, V ]L

= Tr

(

PJN †

[

I 0
0 0

]

NJ

)

−1

2

[

a
a#

]†
(

N †JNJP + PJN †JN
)

[

a
a#

]

.

Furthermore,
[[

a
a#

]

,
[

a† aT
]

P

[

a
a#

]]

= 2JP

[

a
a#

]

.

Proof: The proof of these identities follows via straightfor-
ward but tedious calculations using (20). ✷

A. Quadratic Hamiltonian Perturbations

We now specialize the results of Section III to the case of a
linear nominal system in order to obtain concrete conditions
for robust mean square stability. In this case, we use the
relationship (23):

z =

[

ζ
ζ#

]

=

[

E1 E2

E#
2 E#

1

] [

a
a#

]

= E

[

a
a#

]

,

(41)
to show that the following following strict bounded real
conditions provides a sufficient condition for robust mean
square stability whenH2 ∈ W3:

1) The matrix

F = −iJM − 1

2
JN †JN is Hurwitz; (42)

2)
∥

∥

∥E (sI − F )
−1

D
∥

∥

∥

∞
<

γ

2
(43)

whereD = iJE†.

This leads to the following theorem.
Theorem 3:Consider an uncertain open quantum system

defined by(S,L,H) such thatH = H1 + H2 whereH1

is of the form (35),L is of the form (36) andH2 ∈ W3.
Furthermore, assume that the strict bounded real conditions
(42), (43) are satisfied. Then the uncertain quantum system
is robustly mean square stable.
Proof: If the conditions of the theorem are satisfied, then it
follows from the strict bounded real lemma that the matrix
inequality

F †P + PF + 4PJE†EJP +
E†E

γ2
< 0. (44)



will have a solutionP > 0 of the form (38); e.g., see [2],
[4]. This matrixP defines a corresponding operatorV ∈ P1

as in (37). Now it follows from Lemma 4 that

[z, V ] = 2EJP

[

a
a#

]

(45)

wherez is defined as in (23) and (41). Hence,

[V, z†][z, V ] = 4

[

a
a#

]†

PJE†EJP

[

a
a#

]

.

Also,

z†z =

[

a
a#

]†

E†E

[

a
a#

]

.

Hence using Lemma 4, we obtain

−i[V,H1] + L(V ) + [V, z†][z, V ] +
z†z

γ2
+ cV

=

[

a
a#

]†
(

F †P + PF

+4PJE†EJP + E†E
γ2

)

[

a
a#

]

+Tr

(

PJN †

[

I 0
0 0

]

NJ

)

(46)

whereF = −iJM − 1
2JN

†JN . Therefore, it follows from
(44) that there exists a constantc > 0 such that condition
(6) will be satisfied with

λ̃ = Tr

(

PJN †

[

I 0
0 0

]

NJ

)

≥ 0.

Hence choosingδ = 0, it follows from Lemma 2, Theorem
1 andP > 0 that

〈

[

a(t)
a#(t)

]† [
a(t)
a#(t)

]

〉

≤ 〈V (t)〉
λmin[P ]

≤ e−ct 〈V 〉
λmin[P ]

+
λ̃

cλmin[P ]

≤ e−ct

〈

[

a(0)
a#(0)

]† [
a(0)
a#(0)

]

〉

λmax[P ]

λmin[P ]

+
λ̃

cλmin[P ]
∀t ≥ 0.

Hence, the condition (40) is satisfied withc1 = λmax[P ]
λmin[P ] > 0,

c2 = c > 0 andc3 = λ̃
cλmin[P ] ≥ 0. ✷

B. Non-quadratic Hamiltonian Perturbations

We now specialize the results of Section IV to the case of
a linear nominal system. In this case, we define

z = ζ = E1a+ E2a
#

=
[

E1 E2

]

[

a
a#

]

= Ẽ

[

a
a#

]

(47)

wherez is assumed to be a scalar operator. Then, we show
that the following following strict bounded real condition

provides a sufficient condition for robust mean square sta-
bility when H2 ∈ W4:

1) The matrix

F = −iJM − 1

2
JN †JN is Hurwitz; (48)

2)
∥

∥

∥Ẽ#Σ (sI − F )
−1

D̃
∥

∥

∥

∞
<

γ

2
(49)

whereD̃ = JΣẼT andΣ =

[

0 I
I 0

]

.

This leads to the following theorem.
Theorem 4:Consider an uncertain open quantum system

defined by(S,L,H) such thatH = H1 + H2 whereH1

is of the form (35),L is of the form (36) andH2 ∈ W4.
Furthermore, assume that the strict bounded real condition
(48), (49) is satisfied. Then the uncertain quantum system is
robustly mean square stable.

In order to prove this theorem, we require the following
lemma.

Lemma 5:Given anyV ∈ P1, then

µ = [z, [z, V ]] = [z∗, [z∗, V ]]
∗
= −ẼΣJPJẼT .

which is a constant. Hence, the set of operatorsP1 satisfies
Assumption 1.
Proof: The proof of this result follows via a straightforward
but tedious calculation using (20). ✷

Proof of Theorem 4.If the conditions of the theorem are
satisfied, then it follows from the strict bounded real lemma
that the matrix inequality

F †P+PF+4PJΣẼT Ẽ#ΣJP+
1

γ2
ΣẼT Ẽ#Σ < 0. (50)

will have a solutionP > 0 of the form (38); e.g., see [2],
[4]. This matrixP defines a corresponding operatorV ∈ P1

as in (37).
It follows from (47) that we can write

z∗ = E#
1 a# + E#

2 a =
[

E#
2 E#

1

]

[

a
a#

]

= Ẽ#Σ

[

a
a#

]

.

Also, it follows from Lemma 4 that

[z∗, V ] = 2Ẽ#ΣJP

[

a
a#

]

.

Hence,

[V, z][z∗, V ] = 4

[

a
a#

]†

PJΣẼT Ẽ#ΣJP

[

a
a#

]

. (51)

Also, we can write

zz∗ =

[

a
a#

]†

ΣẼT Ẽ#Σ

[

a
a#

]

. (52)



Hence using Lemma 4, we obtain

−i[V,H1] + L(V ) + [V, z][z∗, V ] +
zz∗

γ2

=

[

a
a#

]†





F †P + PF

+4PJΣẼT Ẽ#ΣJP

+ 1
γ2ΣẼ

T Ẽ#Σ





[

a
a#

]

+Tr

(

PJN †

[

I 0
0 0

]

NJ

)

(53)

whereF = −iJM − 1
2JN

†JN .
From this, it follows using (50) that there exists a constant

c > 0 such that condition (13) is satisfied with

λ̃ = Tr

(

PJN †

[

I 0
0 0

]

NJ

)

≥ 0.

Hence, it follows from Lemma 5, Lemma 3, Theorem 2 and
P > 0 that

〈

[

a(t)
a#(t)

]† [
a(t)
a#(t)

]

〉

≤ e−ct

〈

[

a(0)
a#(0)

]† [
a(0)
a#(0)

]

〉

λmax[P ]

λmin[P ]

+
λ

cλmin[P ]
∀t ≥ 0 (54)

whereλ = λ̃+ δ1 + µµ∗/4 + δ2. Hence, the condition (40)
is satisfied withc1 = λmax[P ]

λmin[P ] > 0, c2 = c > 0 and c3 =
λ

cλmin[P ] ≥ 0. ✷

VI. I LLUSTRATIVE EXAMPLE

We consider an example of an open quantum system with

S = I, H1 = 0, H2 =
1

2
i
(

(

a†
)2 − a2

)

, L =
√
κa,

which corresponds an optical parametric amplifier; see [17].
This defines a linear quantum system of the form considered
in Theorem 3 withM1 = 0, M2 = 0, N1 =

√
κ, N2 =

0, E1 = 1, E2 = 0, ∆1 = 0, ∆2 = i. Hence,M = 0,

N =

[ √
κ 0

0
√
κ

]

, F =

[

−κ
2 0

0 −κ
2

]

which is Hurwitz,

E = I, andD = iJ . In this case,

∆∆ =

[

0 i
−i 0

] [

0 i
−i 0

]

=

[

1 0
0 1

]

.

Hence, we can chooseγ = 1 to ensure that (21) is satisfied
andH2 ∈ W3. Also,

∥

∥

∥E (sI − F )
−1

D
∥

∥

∥

∞
=

∥

∥

∥

∥

∥

[

1
s+κ/2 0

0 − 1
s+κ/2

]∥

∥

∥

∥

∥

∞

=
2

κ
.

Hence, it follows from Theorem 3 that this system will be
mean square stable if2κ < 1

2 ; i.e., κ > 4.

VII. C ONCLUSIONS

In this paper, we have considered the problem of robust
stability for uncertain quantum systems with either quadratic
and non-quadratic perturbations to the system Hamiltonian.
The final stability results obtained are expressed in terms
of strict bounded real conditions. Future research will be
directed towards analyzing the stability of specific nonlinear
quantum systems using the given robust stability results
for the case of non-quadratic perturbations to the system
Hamiltonian.

REFERENCES

[1] H. Khalil, Nonlinear Systems, 3rd ed. Upper Saddle River, NJ, USA:
Prentice-Hall, 2002.

[2] K. Zhou, J. Doyle, and K. Glover,Robust and Optimal Control. Upper
Saddle River, NJ: Prentice-Hall, 1996.

[3] M. R. James, H. I. Nurdin, and I. R. Petersen, “H
∞ control of

linear quantum stochastic systems,”IEEE Transactions on Automatic
Control, vol. 53, no. 8, pp. 1787–1803, 2008.

[4] A. I. Maalouf and I. R. Petersen, “CoherentH∞ control for a class
of linear complex quantum systems,”IEEE Transactions on Automatic
Control, vol. 56, no. 2, pp. 309–319, 2011.

[5] M. Yanagisawa and H. Kimura, “Transfer function approach to quan-
tum control-part I: Dynamics of quantum feedback systems,”IEEE
Transactions on Automatic Control, vol. 48, no. 12, pp. 2107–2120,
2003.

[6] ——, “Transfer function approach to quantum control-part II: Control
concepts and applications,”IEEE Transactions on Automatic Control,
vol. 48, no. 12, pp. 2121–2132, 2003.

[7] N. Yamamoto, “Robust observer for uncertain linear quantum sys-
tems,” Phys. Rev. A, vol. 74, pp. 032 107–1 – 032 107–10, 2006.

[8] H. I. Nurdin, M. R. James, and I. R. Petersen, “Coherent quantum
LQG control,” Automatica, vol. 45, no. 8, pp. 1837–1846, 2009.

[9] J. Gough, R. Gohm, and M. Yanagisawa, “Linear quantum feedback
networks,”Physical Review A, vol. 78, p. 062104, 2008.

[10] A. I. Maalouf and I. R. Petersen, “Bounded real properties for a class
of linear complex quantum systems,”IEEE Transactions on Automatic
Control, vol. 56, no. 4, pp. 786 – 801, 2011.

[11] N. Yamamoto, H. I. Nurdin, M. R. James, and I. R. Petersen, “Avoiding
entanglement sudden-death via feedback control in a quantum net-
work,” Physical Review A, vol. 78, no. 4, p. 042339, 2008.

[12] J. Gough and M. R. James, “The series product and its application to
quantum feedforward and feedback networks,”IEEE Transactions on
Automatic Control, vol. 54, no. 11, pp. 2530–2544, 2009.

[13] J. E. Gough, M. R. James, and H. I. Nurdin, “Squeezing components
in linear quantum feedback networks,”Physical Review A, vol. 81, p.
023804, 2010.

[14] H. M. Wiseman and G. J. Milburn,Quantum Measurement and
Control. Cambridge University Press, 2010.

[15] I. R. Petersen, “Quantum linear systems theory,” inProceedings of the
19th International Symposium on Mathematical Theory of Networks
and Systems, Budapest, Hungary, July 2010.

[16] M. James and J. Gough, “Quantum dissipative systems andfeedback
control design by interconnection,”IEEE Transactions on Automatic
Control, vol. 55, no. 8, pp. 1806 –1821, August 2010.

[17] C. Gardiner and P. Zoller,Quantum Noise. Berlin: Springer, 2000.


	I Introduction
	II Quantum Systems
	II-A Commutator Decomposition
	II-B Alternative Commutator Decomposition

	III Quadratic Perturbations of the Hamiltonian
	IV Non-quadratic Perturbation Hamiltonians
	V The Linear Case
	V-A Quadratic Hamiltonian Perturbations
	V-B Non-quadratic Hamiltonian Perturbations

	VI Illustrative Example
	VII Conclusions
	References

