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On the Effect and Robustness of Zero-crossing Detection Algorithms in
Simulation of Hybrid Systems Jumping on Surfaces

David A. Copp and Ricardo G. Sanfelice

Abstract— Motivated by the fragility to perturbations of
hybrid systems jumping on surfaces and the robustifying
capabilities of zero-crossing detection algorithms, we propose
a hybrid simulator model with incorporated zero-crossing de-
tection. First, we reveal the effect of measurement noise and of
discretization to hybrid systems jumping on surfaces. We prove
that, under mild regularity conditions, zero-crossing detection
algorithms have a robustifying effect on the original system.
Then, we argue that, rather than computing the solutions to the
discretization of the fragile nominal model, integration schemes
with zero-crossing detection actually compute the solutions of
a robustified version of the original model. We propose a
mathematical model for the hybrid system with incorporated
zero-crossing detectionas well as a hybrid simulator for it. We
show that both the model and simulator are not only robust,
but also that the hybrid simulator preserves asymptotic stability
properties, semiglobally and practically (on the step size), of the
original system. An example illustrates the ideas and results
throughout the paper.

I. I NTRODUCTION

We consider dynamical systemswith a state that expe-
riences instantaneous resets (jumps) when it hits aswitch-
ing surfaceS. Switching surfaces are typically defined as
the zero-level set of a continuously differentiable function,
defining in this way a codimension one submanifold ofR

n;
see, e.g., [1], [2], [3]. Denoting the state byx, which takes
values from a region of operationX ⊂ R

n, the continuous
dynamics of the system are given by a differential equation
whenx is away from the surface. More precisely, the flows
are governed by

ẋ = f(x) whenx ∈ X \ S. (1)

Whenx hits the surface while in the region of operation, the
state is reset via a difference equation defining the jumps
of the system. More precisely, the new value ofx after the
jump, denotedx+, is determined via

x+ = g(x) whenx ∈ S ∩ X . (2)

In this way, the trajectories are allowed to flow whenx ∈
X \ S and are allowed to jump whenx ∈ S ∩ X . This
model captures the dynamics of control systems in which a
controller makes decisions when certain variables belong to
a surface. For instance, in reset control systems (see, e.g.,
[4], [5], [6], [7]), the output of the controller is reset to zero
whenever its input and output satisfy an algebraic condition.
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In state-dependent impulsive control systems, (see, e.g.,[8],
[9]), jumps occur when the state of the systems belongs to
a surface in the state space of the system.

There are several difficulties associated with systems
jumping on surfaces. For instance, suppose that the value of
the statex of the system is perturbed when nearbyS (e.g.,
due to measurement noise). Lete denote this perturbation.
Suppose that, for a given solutionx(t) to system (1)-(2)
(using an appropriate notion of solution),e is zero when
x(t) 6= S but equal to a nonzero constantε whenx(t) = S.
Then, when the perturbatione is added, for any nonzero
ε, the same solutionx(t) will not satisfy the condition
x(t) + e(t) ∈ S as before, and therefore, will not jump
at the instant it was jumping without noise. This suggests
that arbitrarily small perturbations to (1)-(2) can generate
trajectories that are nowhere close to the trajectories of the
nominal system; see [10] for related discussions. The same
issue appears in numerical simulations of such a system
because integration errors introduced by the discretization
prevents the computed solution from belonging to the switch-
ing surface. To remedy this problem, algorithms to detect
“crossings” of the switching surface are typically employed.

In this paper, we propose a mathematical model for hybrid
systems with zero-crossing detection as well as a hybrid
simulator for it. As a difference to [11], [12], we focus
on detection of zero-crossing rather than accurate location.
After revealing the effect of measurement noise and of
discretization to hybrid systems jumping on surfaces, we
show that both the model and simulator are not only robust,
but also that the simulator preserves asymptotic stability
properties, semiglobally and practically (on the step size), of
the original system. The results are illustrated in an example
throughout the paper.

The remainder of this paper is organized as follows.
Section II presents a mathematical model of hybrid systems
with dynamics (1)-(2), a hybrid simulator for it, and issues
with perturbations. A model of a hybrid system with added
zero-crossing detection and associated hybrid simulator are
in Section III. Our main results appear in Section IV.

II. H YBRID SYSTEMS JUMPING ON SURFACES

In this paper, we model systems and their simulators
within the hybrid systems framework of [13] and [14]. In
this way, we write system (1)-(2) as

H :

{

ẋ = f(x) x ∈ X \ S =: C
x+ = g(x) x ∈ S ∩ X =: D.

(3)



Following [13], a solution to a hybrid system is a function
defined on a hybrid time domain satisfying certain condi-
tions. A setE ⊂ R≥0 ×N is a compact hybrid time domain
if

E =
J−1
⋃

j=0

([tj , tj+1]× {j})

for some finite sequence of times0 = t0 ≤ t1 ≤ t2... ≤ tJ .
The setE is a hybrid time domainif for all (T, J) ∈ E,
E∩([0, T ]×0, 1, ...J) is a compact hybrid domain. Byhybrid
arc or hybrid trajectorywe understand a pair consisting of
a hybrid time domaindomx and a functionx : domx →
R

n such that, for eachj, t 7→ x(t, j) is locally absolutely
continuous for(t, j) ∈ domx. A hybrid arcφ : domφ→ R

n

is a solution to a hybrid systemH with data(C, f,D, g) if

(S0) φ(0, 0) ∈ C ∪D;
(S1) For each j ∈ N and each Ij :=
{t : (t, j) ∈ domφ } with nonempty interior intIj ,

φ(t, j) ∈ C for all t ∈ int Ij
φ̇(t, j) = f(φ(t, j)) for almost allt ∈ int Ij ;

(4)

(S2) For each(t, j) ∈ domφ such that(t, j + 1) ∈
domφ,

φ(t, j) ∈ D, φ(t, j + 1) = g(φ(t, j)). (5)

Now, we consider an example of a hybrid system model
that includes switching surfaces.

Example 2.1:(unicycle avoiding obstacle) Consider a mo-
bile robot of the unicycle type being steered towards a target
while avoiding a circular obstacle [2]. Letx = [ξ⊤, q]⊤,
whereξ = [ξ1, ξ2]

⊤ is the vehicle position,(ξ◦1 , ξ
◦
2) is the

obstacle position, andq is the controller state,q ∈ {1, 2},
whereq = 1 means go towards the target, andq = 2 means
go away from obstacle. The modes are chosen depending on
the robot’s radial distance from the obstacle. Two circular
surfacesSq with radii aq, a2 > a1, are defined around the
obstacle for this purpose.

The closed-loop system is given by

X = R
2 × {1, 2}, (6)

f(x) =





v cos(κ(q, ξ))
v sin(κ(q, ξ))

0



 , g(x) =

[

ξ

3− q

]

(7)

S = ∪q∈{1,2}(Sq × {q}) (8)

Sq =
{

ξ ∈ R
2 : (ξ◦1−ξ1)

2+(ξ◦2−ξ2)
2=a2q

}

, (9)

where v is the tangential velocity of the robot, and the
functionκ(q, ξ) defines the mode-based controller which the
robot should use in order to steer the robot to the target or
away from the obstacle.

As pointed out in Section I, arbitrarily small measurement
noise can prevent the robot from switching modes when
reaching a boundary. This could lead the robot to collide
with the obstacle or move away from the target. Next we
will discuss these nonrobust properties.△

A. Nonrobustness to measurement noise

As pointed out in Section I, when noise is present in
the measurements of the statex, solutions toH may fail
to jump due to never belonging to the surface. In fact, for
every nominal solution toH, it is possible to construct an
arbitrarily small measurement noise signale so thatx+e ∈ S
never holds. A hybrid systemH with data(C, f,D, g) and
measurement noisee : dom e → R

n is denotedHe and is
given by

He :

{

ẋ = f(x+ e) x+ e ∈ C

x+ = g(x+ e) x+ e ∈ D.
(10)

A solutionto H with measurement noisee, that is, a solution
to He for a given measurement noisee, consists of a hybrid
arcφe : domφe → R

n satisfying
(S0e) φe(0, 0) + e(0, 0) ∈ C ∪D;
(S1e) For each j ∈ N and each Ij =
{t : (t, j) ∈ domφe } with nonempty interior
int Ij ,

φe(t, j) + e(t, j) ∈ C for all t ∈ int Ij
φ̇e(t, j) = f(φe(t, j) + e(t, j)) for almost allt ∈ int Ij ;

(S2e) For each(t, j) ∈ domφe such that(t, j + 1) ∈
domφe,

φe(t, j) + e(t, j) ∈ D, φe(t, j + 1) = g(φe(t, j) + e(t, j)).

The following result formalizes the fact that arbitrarily
small measurement noise may prevent solutions toH from
jumping onS. Below, we say that a functionℓ : Rn → R

n

is locally bounded on an open setO if for each compact
setK ⊂ O there exists a compact setK ′ ⊂ R

n such that
ℓ(K) ⊂ K ′.

Proposition 2.2: (no jumps due to measurement noise)
SupposeH = (C, f,D, g) as in (3) is such that

1) f : Rn → R
n and g : Rn → R

n are locally bounded
on an open set containingX ;

2) S ∩ X is a codimension one submanifold ofR
n.

Then, for eachε > 0, eachT > 0, and eachx0 ∈ X ,
every solutionφe to H with measurement noisee and
φe(0, 0) = x0 satisfiesdomφe ⊂ [0, T ] × {0}, for some
(solution dependent) measurable functione : dom e→ εB.

B. Properties of numerical simulations ofH

The simulation ofH can be interpreted as the numerical
computation of the solutions to the discretized version of
H, defining a simulator. Ahybrid simulator forH will be
given by the family of systemsHs parameterized by step size
s satisfying s ∈ (0, s∗], with s∗ > 0 being the maximum
step size. The data of the hybrid simulatorHs is denoted
by (Cs, f s, Ds, gs). For simplicity, we will assume that the
region of operationX is not discretized. Following [14], a
hybrid simulatorHs for the hybrid systemH is written as

Hs

{

x+s = f s(xs) xs ∈ X \ Ss =: Cs

x+s = gs(xs) xs ∈ Ss ∩ X =: Ds.
(11)

ComparingH with Hs, the dynamics for the flows ofH
have been replaced by the integration schemex+s = f s(xs),



wheref s is constructed fromf . The jump map ofH has
been replaced by the discretized mapgs while the flow and
jump setsC andD have been replaced by the discretized sets
Cs andDs, whereSs is the discretization ofS. Being that
the dynamics of the hybrid simulatorHs are purely discrete,
the solutions toHs are given on discrete versions of hybrid
time domains. Instead of(t, j), we use(k, j) to parametrize
solutions toHs. (See [14] for more details.)

A similar behavior to that in Proposition 2.2 highlighting
lack of robustness to measurement noise arises in numerical
simulations of hybrid systems, where the numerical approx-
imations play the role of measurement noise. For example,
when implementing the hybrid systemH in a simulator,
the discretization in time produced by the ODE solver may
prevent jumps from being triggered since the conditionxs ∈
Ss may never hold. To illustrate this, consider the case of
the flow mapf being discretized with an Euler integration
scheme. It follows that for everys∗ > 0 and eachx0 ∈ X ,
every solutionφs to Hs with some step sizes ∈ (0, s∗]
and φs(0, 0) = x0 satisfiesdomφs ⊂ N × {0}, wheres
is a (solution dependent) step size. In fact, fix the initial
condition x0 ∈ X . Suppose that for eachs ∈ (0, s∗] and
every solutionφs to Hs, we haveφs(k∗, 0) ∈ Ss for some
k∗ ∈ N (depending ons and φs). Then, by definition of
solution toHs, we haveφs(k, 0) = f s(φs(k−1, 0)) for each
k = 1, 2, . . . , k∗ with φs(0, 0) = x0. Equivalently, we can
write thatφs(k∗, 0) = f s ◦ f s ◦ . . . ◦ f s(x0) =: (f s)k

∗

(x0),
where(f s)k

∗

denotesk∗ compositions off s. By continuity
in s of the resulting map, we have thatφs(k∗, 0) cannot be
in Ss for eachs.

Now, we illustrate this issue by revisiting Example 2.1.

Example 2.3:(unicycle avoiding obstacle (revisited)) For
the hybrid system in Example 2.1, consider a hybrid sim-
ulator Hs with gs = g, Ss = S, and f s given by the
Euler integration scheme, i.e.,f s(x) = x + sf(x) =

x+ s
[

v cos(κ(q, ξ)), v sin(κ(q, ξ)), 0
]⊤

. The robot changes
steering modes when it crosses the surfaceSq in order to
steer the robot away from the obstacle and towards the target.
Figure 1 shows a solution of a robot using the controller in
[2] starting at(ξ1, ξ2) = (0, 0) moving towards the green
target while operating in modeq = 1. The obstacle is
at (ξ◦1 , ξ

◦
2 ) = (35, 35) with radius smaller thana1, while

a1 = 15 and a2 = 20. Figure 1(a) shows a solution where
the robot enters surfaceS2, changes mode toq = 2 to
move away from the obstacle, and then, due to discretization
effects, steps overS1 and fails to change mode back toq = 1.
Figure 1(b) represents the opposite situation, where a jump
to mode q = 2 is not triggered and a collision with the
obstacle could take place. Both of these cases can occur due
to numerical error in the simulation.△

III. A HYBRID MODEL FOR HYBRID SYSTEMS JUMPING

ON SURFACES WITH ZERO-CROSSING DETECTION

A. A hybrid system model ofH with zero-crossing detection

For the simulation of nonlinear systems, software packages
use special algorithms to capture when solutions hit a sur-
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(a) Solution of robot missing mode
change and never reaching target.
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(b) Solution of robot missing mode
change.

Fig. 1. Solutions to the unicycle system in Example 2.1 that do not capture
mode changes. The target is located at(50, 90).

face. In general, these algorithms involve a memory statez

and a function that changes sign according to the location of
x with respect toS. We call such a function azero-crossing
function.

Definition 3.1 (zero-crossing function):A zero-crossing
function on a setX ⊂ R

n for a switching surfaceS is
given by a functionh : X → R that implicitly characterizes
S and splitsX into subspacesX1,X2 ⊂ R

n as follows:

S ∩ X = {x ∈ X : h(x) = 0}, (12)

X1 = {x ∈ X : h(x) < 0}, (13)

X2 = {x ∈ X : h(x) > 0}, (14)

whereX = S ∪ X1 ∪ X2.

For Example 2.1, a zero-crossing functionh onX = R
2×

{1, 2} for S as in (8) is given by

h(x) = hq(x) := (ξ◦1 − ξ1)
2 + (ξ◦2 − ξ2)

2 − a2q

and the setsX1 andX2 become

X1 =
({

ξ ∈ R
2 : h1(ξ) < 0

}

× {1}
)

∪
({

ξ ∈ R
2 : h2(ξ) < 0

}

× {2}
)

,

X2 =
({

ξ ∈ R
2 : h1(ξ) > 0

}

× {1}
)

∪
({

ξ ∈ R
2 : h2(ξ) > 0

}

× {2}
)

.

A version of the hybrid systemH with zero-crossing de-
tection capabilities is denotedHZCD = (CZCD, fZCD, DZCD, gZCD)
and is given by

[

ẋ

ż

]

=

[

f(x)
0

]

=: fZCD(x) (x, z) ∈ CZCD

[

x+

z+

]

=

[

g(x)
h(g(x))

]

=: gZCD(x) (x, z) ∈ DZCD,

(15)

wherez ∈ R is a memory state,h is azero-crossing function
on X for S, and

CZCD := {(x, z) ∈ X × R : h(x)z ≥ 0 } , (16)

DZCD := {(x, z) ∈ X × R : h(x)z ≤ 0 } . (17)

The memory statez is added here to keep track of whether
the statex is in the side ofS with h negative (x ∈ X1)
or in the side ofS with h positive (x ∈ X2). At jumps, if



g(x) ∈ X1, thenh(g(x)) < 0, soz is reset toh(g(x)) so that
after the jumpx is in the flow set; similarly ifg(x) ∈ X2 at
the jump. In this way, solutions flow whenh(x) andz have
the same sign (h(x)z ≥ 0) and jump whenh(x) evaluated
along the solution attempts to take a different sign from that
of z (h(x)z ≤ 0).

B. A numerical simulation model ofHZCD

Given a hybrid systemH as in (3) and its augmentation
with zero-crossing detectionHZCD = (CZCD, fZCD, DZCD, gZCD)
in (15), ahybrid simulatorfor HZCD is given by the family
of systemsHs

ZCD parameterized by step sizes satisfyings ∈
(0, s∗], s∗ > 0. The data of the hybrid simulatorHs

ZCD is
given by (Cs

ZCD, f
s
ZCD, D

s
ZCD, g

s
ZCD). The hybrid simulatorHs

ZCD

is given by
[

x+s
zs

+

]

=

[

f s(xs)
0

]

=: f s
ZCD (xs, zs) ∈ Cs

ZCD,

[

x+s
zs

+

]

=

[

gs(xs)
hs(gs(xs))

]

=: gsZCD (xs, zs) ∈ Ds
ZCD,

(18)

Cs
ZCD := {(xs, zs) ∈ X × R : hs(xs)zs ≥ 0 } , (19)

Ds
ZCD := {(xs, zs) ∈ X × R : hs(xs)zs ≤ 0 } . (20)

The dynamics of thex component for the flows ofHZCD have
been replaced by the integration schemex+s = f s(xs), where
f s is constructed fromf . The jump map ofHZCD has been
replaced bygsZCD while the flow and jump setsCZCD andDZCD

have been replaced by the setsCS
ZCD andDs

ZCD, respectively.
The functionhs is the discretization of the switching function
h. The memory state variablez has been replaced byz+s .
The operation ofzs is equivalent to that ofz in HZCD but
discretized. Being that the dynamics of the hybrid simulator
Hs

ZCD are purely discrete, the solutions toHs
ZCD are given on

discrete versions of hybrid time domains as in [14].
Figure 2 shows a solution to Example 2.1 using theHs

ZCD

framework and the control modes defined in [2]. Notice that
the mode changes are made successfully, and the unicycle
reaches the target.
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Fig. 2. Solution to Example 2.1 usingHs

ZCD. Solution starts from(0, 0).

IV. M AIN RESULTS

In this section, we state properties ofHZCD, results on
measurement noise and robustness, and properties of the
simulation framework for hybrid systems incorporating zero-
crossing detection.

A. Nominal Properties ofHZCD

GivenH as in (3), we are interested in the conditions on
the data of a hybrid systemH under whichHZCD has basic
regularity properties leading to robustness to perturbations.
To that end, the following mild conditions are imposed on
the data ofH.

Assumption 4.1:Given a hybrid systemH = (C, f,D, g)
as in (3) with associated setsX and S, the following
conditions hold:

1) X is closed (relative toRn);
2) f : Rn → R

n is continuous onX ;
3) g : Rn → R

n is continuous onX ;
4) There exists a continuous zero-crossing functionh on

X for S.

The following lemma shows that, under these assumptions,
HZCD has regular data.

Lemma 4.2: (regularity of data ofHZCD) Suppose that a
hybrid systemH = (C, f,D, g) as in (3) with associated
setsX andS satisfy Assumption 4.1. Then, the data ofHZCD

is such thatCZCD andDZCD are closed, andfZCD and gZCD are
continuous.

When the flows of the hybrid system are transversal to
the switching surface and the jump map does not map points
back to the jump set, the construction ofHZCD is such that it
captures all of the solutions toH (and vice versa).

Proposition 4.3: (properties of solutions toHZCD) Given a
hybrid systemH = (C, f,D, g) as in (3) with associated
setsX andS, assume the following:

1) f : Rn → R
n is continuous onX ;

2) There exists a continuously differentiable zero-crossing
functionh on X for S such that

〈∇h(x), f(x)〉 6= 0 ∀x ∈ D; (21)

3) The jump mapg satisfiesg(x) 6∈ D for all x ∈ D.

Then, for every solutionφ to H there exists a solutionψ to
HZCD such thatφ ≡ ψx, whereψx denotes thex component
of ψ. Furthermore, for every solutionψ to HZCD there exists
a solutionφ to H such that1 ψx ≡ φ.

B. Robustness to measurement noise ofHZCD

The following result establishes thatHZCD is robust to
measurement noise. It is proven by embedding the hybrid
systemHZCD with measurement noisee, denotedHe

ZCD, into
an inflated version ofHZCD. More precisely, givenε1 > 0,
HZCD is inflated via an outer perturbation giving the perturbed
hybrid system

Hε1
ZCD :

{

ẋ ∈ cofZCD(x + ε1B) x ∈ Cε1
ZCD

x+ ∈ gZCD(x+ ε1B) x ∈ Dε1
ZCD,

(22)

1 There exist solutionsψ′ to HZCD that start fromD and initially jump
due to the value ofz, that is, (0, 1) is an element ofdomψ′. For such
solutions, the equivalenceψx ≡ φ holds for the solution toHZCD defined
asψ(t, j) = ψ′(t, j + 1) for each(t, j) ∈ domψ′.



whereco denotes the closed convex hull operation,

Cε1
ZCD := {x ∈ R

n : (x+ ε1B) ∩ CZCD 6= ∅ }

Dε1
ZCD := {x ∈ R

n : (x+ ε1B) ∩DZCD 6= ∅ } .

This perturbed hybrid system is such that it captures all of the
solutions toHe

ZCD with measurement noisee : dom e→ ε1B.
Under the conditions in Assumption 4.1, it follows that every
solution toHε1

ZCD is close – in an appropriate sense and on
compact hybrid time domains – to an unperturbed solution to
HZCD. Then, the equivalence result in Proposition 4.3 permits
relating these solutions to those ofH.

Before presenting the robustness result, we introduce a
notion of closeness of hybrid arcs from [13]. The same
property can be defined for two discrete arcs as well as for
a hybrid arc and a discrete arc; see [14] for more details.

Definition 4.4: ((T, J, µ)-closeness) GivenT, J ≥ 0 and
µ > 0, two hybrid arcsx1 : domx1 → R

n and x2 :
domx2 → R

n are(T, J, µ)-closeif

(a) for all (t, j) ∈ domx1 with t ≤ T, j ≤ J there
existss such that(s, j) ∈ domx2, |t− s| < µ, and

|x1(t, j)− x2(s, j)| < µ,

(b) for all (t, j) ∈ domx2 with t ≤ T, j ≤ J there
existss such that(s, j) ∈ domx1, |t− s| < µ, and

|x2(t, j)− x1(s, j)| < µ.

Theorem 4.5: (robustness ofHZCD to measurement noise)
Suppose that a hybrid systemH = (C, f,D, g) as in (3) with
associated setsX andS satisfy Assumption 4.1 and items 2
and 3 of Proposition 4.3. LetK ⊂ R

n be a compact set
such that every maximal solutionφ to H with φ(0, 0) ∈ K

is either bounded or complete. Then, for everyµ > 0 and
every(T, J) ∈ R≥0 × N there existsε∗ > 0 such that, for
every measurable signale : dom e→ εB, 0 < ε ≤ ε∗, every
solutionψe to He

ZCD with2 ψe
x(0, 0) ∈ K + εB, ψe

z(0, 0) =
h(ψe

x(0, 0)), is such that there exists a solutionφ to H with
φ(0, 0) ∈ K such thatψe

x andφ are (T, J, µ) close.

C. Properties ofHs
ZCD

As pointed out in Section II-B, a hybrid simulator for
H that simply discretizes its dynamics may not be capable
of reproducing the jumps of the solutions toH; see, e.g.,
[11], [12]. As a consequence, solutions toH cannot be
reproduced byHs with arbitrary precision. In this section, we
present conditions on the data ofHs that guarantee that when
zero-crossing detection is incorporated to it, resulting in the
hybrid simulatorHs

ZCD, solutions toH can be reproduced with
arbitrary precision. To this end, the following conditionson
the data ofHs are imposed.

Assumption 4.6:The dataf s and gs of the hybrid sim-
ulator Hs = (Cs, f s, Ds, gs) for the hybrid systemH =
(C, f,D, g) and the associated zero-crossing functionhs

satisfy the following:

2ψe

x
denotes thex component ofψ while ψe

z
the z component.

(B0) f s is such that, for each compact setK ⊂ R
n,

there existsρ ∈ K∞ and s∗ > 0 such that for each
x ∈ Cs ∩K and eachs ∈ (0, s∗],

f s(x) ∈ x+ s conf(x+ ρ(s)B) + sρ(s)B; (23)

(B1) gs is such that for any positive sequence{si}∞i=1,
si ց 0,

lim
siց0

gsi(x) = g(x) ∀x ∈ R
n; (24)

(B2) hs is such that for any positive sequence{si}∞i=1,
si ց 0,

lim
siց0

hsi(x) = h(x) ∀x ∈ R
n. (25)

Integration schemes such as Euler as in Example 2.3 and
Runge-Kutta satisfy condition (B0). Conditions (B1) and
(B2) hold when the perturbed functions are continuous in
the step size; see also [14, Examples 4.8 and 4.9].

When the data of the simulatorHs and zero-crossing
function associated withH satisfy Assumption 4.6, the data
of Hs

ZCD have regularity properties guaranteeing closeness
between the solutions toH and its simulations obtained via
Hs

ZCD. This fact is stated in the next lemma.

Lemma 4.7: (regularity of data ofHs
ZCD) AssumeHs =

(Cs, f s, Ds, gs) and hs are such that Assumption 4.6 hold.
Then,Hs

ZCD = (Cs
ZCD, f

s
ZCD, D

s
ZCD, g

s
ZCD) is such thatf s

ZCD andgsZCD

satisfy (B0) and (B1) in Assumption 4.6, andCs andDs are
such that

(B3) for any positive sequence{si}∞i=1 such thatsi ց 0,
lim supi→∞ Csi ⊂ C, lim supi→∞Dsi ⊂ D, where
lim supi→∞ Csi , lim supi→∞Dsi are the outer limits
of the sequence of setsCsi , Dsi , respectively.

Hybrid simulatorsHs
ZCD with data satisfying (B0)-(B3) are

such that, on finite simulation horizons(T, J), their solutions
approximate the solutions toH with arbitrary precision.
The following result states this key relationship between the
solutions toH and its simulations viaHs

ZCD. Recall that,
as pointed out in Section II-B solutions toH cannot be
reproduced byHs with arbitrary precision.

Theorem 4.8: (closeness between solutions toH and
Hs

ZCD) Suppose that a hybrid systemH = (C, f,D, g) as
in (3) with associated setsX and S satisfy Assumption 4.1
and items 2 and 3 of Proposition 4.3. Furthermore, suppose
Hs

ZCD satisfies Assumption 4.6. Then, for every compact set
K ⊂ R

n, every ε > 0, and every simulation horizon
(T, J) ∈ R≥0 × N there existss∗ > 0 with the following
property: for anys ∈ (0, s∗] and any solutionψs

x(0, 0) ∈ K

there exists a solutionφ to H with φ(0, 0) ∈ K such that
ψs
x andφ are (T, J, ε)-close.

Theorem 4.8 is illustrated in the system of Example 2.1
by plotting the solutions for different step sizes. In Figure 3,
both the exact solution and simulation solutions are plotted.
The closeness between the exact solution (in black) and the
simulated solutions (in blue) can be seen. The simulations



solutions converge to the exact solution as the step size is
decreased.
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Fig. 3. Closeness between solutions of Example 2.1. Solutions start from
(0, 0).

D. Application to hybrid systemsH with asymptotically
stable compact sets

In this section, we consider the case when a compact
set is asymptotically stable for the hybrid systemH in (3).
More precisely, there exists a compact setA ⊂ R

n with the
following properties:

• stableif for eachε > 0 there existsδ > 0 such that each
solutionφ with |φ(0, 0)|A ≤ δ satisfies|φ(t, j)|A ≤ ε

for all (t, j) ∈ domφ;
• attractive if there existsµ > 0 such that every solution
φ with |φ(0, 0)|A ≤ µ is bounded and if it is complete
satisfieslim(t,j)∈domφ,t+j→∞ |φ(t, j)|A = 0;

• asymptotically stableif stable and attractive.

Since numerical integration can be interpreted as a perturba-
tion, whether a hybrid simulator will preserve the asymptotic
stability properties ofH depends on the effect of perturba-
tions. In light of the lack of robustness ofH to measurement
noise pointed out in Proposition 2.2, it is not expected for
Hs to preserve asymptotic stability. However, its version with
zero-crossing detection given byHs

ZCD, when designed with
regular data, does preserve stability.

Theorem 4.9: (semiglobal practical stability) Suppose
that a hybrid systemH = (C, f,D, g) as in (3) with
associated setsX andS satisfy Assumption 4.1 and items 2
and 3 of Proposition 4.3. Furthermore, suppose thatA is
a globally pre-asymptotically stable compact set forH and
that Hs

ZCD satisfies Assumption 4.6. Then,A is semiglobally
practically asymptotically stable forHs

ZCD, i.e., there exists
β ∈ KL such that, for every compact setK ⊂ R

n, every
ε > 0, and every simulation horizon(T, J) ∈ R≥0×N there
existss∗ > 0 such that, for eachs ∈ (0, s∗], every solution
φs toHs

ZCD with φs(0, 0) ∈ K satisfies for all(k, j) ∈ domφs

|φs(k, j)|A ≤ β(|φs(0, 0)|A, ks+ j) + ε.

The semiglobal practical asymptotic stability property
established in the result above holds for sufficiently small
step size. The bounds∗ on the step sizes decreases withε,
which defines the level of closeness toA that the simulated
solutions should arrive at.

Our final result follows from [14, Theorem 5.4] and
establishes that the semiglobally asymptotically stable set for
Hs

ZCD, denotedAs, converges toA as the step sizes becomes
smaller. In other words, the setAs depends continuously
on the step size. Below,dH denotes the Hausdorff distance
between two sets.

Theorem 4.10: (continuity of asymptotically stable sets)
Suppose the assumptions of Theorem 4.9 hold. Then, there
exists s∗ > 0 such that for eachs ∈ (0, s∗], the hybrid
simulatorHs

ZCD has a semiglobally pre-asymptotically stable
compact setAs satisfyingdH(As,A) → 0 as sց 0.

V. CONCLUSION

A mathematical framework for theoretical study of zero-
crossing detection algorithms and their effect in simulation
of hybrid systems was introduced. Unlike previous work in
the literature, the proposed framework allows for analytical
study of these properties. The effect of perturbations in
hybrid systems jumping on surfaces was highlighted and
a hybrid model and simulator incorporating zero-crossing
detection were proposed. We establish that when zero-
crossing detection is incorporated, the resulting system is
robust to measurement noise and to discretization effects in
numerical simulation. Our results suggest that integration
schemes with zero-crossing detection algorithms actually
compute the solutions of a robustified version of the fragile
nominal model.
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