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Abstract

This paper considers the vibration reduction of transportation systems using semi-active actua-
tors to improve the ride quality. Control design for the resultant semi-active system is difficult
for nonlinear dynamics, constrained control, lack of performance-oriented nonlinear control de-
sign, and limited state information. A sub-optimal control structure is proposed to address the
performance requirement by mimicking the optimal control. A specific sub-optimal control is
provided and implemented with one measurement to reduce the hardware cost. Performance
analysis of the sub-optimal control is investigated. The semi-active system with the suboptimal
control is simulated to demonstrate the effectiveness.
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Sub-optimal control design of a semi-active vibration redwgtion system

Yebin Wang and Keniji Utsunomiya

Abstract— This paper considers the vibration reduction of is straightforward since the fully active system is linear
transportation systems using semi-active actuators to impve  time invariant (LT1). Commonly used active control straeey
the rlde_ qual!ty. Control c_zle5|gn for th_e resultant_seml-acive include Sky-Hook [2], Ground-Hook [5], LQR/LQG [6], and
system is difficult for nonlinear dynamics, constrained cotrol, .
lack of performance-oriented nonlinear control design, anl 7_'[00 [71. Thls.approz_;\ch however does not address Fhe non-
limited state information. A sub-optimal control structur e is linear dynamics during the stage of control synthesis. Work
proposed to address the performance requirement by mim- [8], [9] represents some of numerous efforts to establigh th
icking the optimal control. A specific sub-optimal control is  control of a semi-active automotive suspension by treating
provided and implemented with one measurement to reduce i 55 5 pjlinear system. Rigorous derivation shows how the
the hardware cost. Performance analysis of the sub-optimal . . ~ . . .
control is investigated. The semi-active system with the $u dissipative anq safturatlon Constralr)ts Iea.d to the pexiooea
optimal control is simulated to demonstrate the effectiverss. 0SS of a semi-active system from its active counterparé Th

optimal control requires the solution of switching diffatial
Riccati equations and is not in the form of state feedback.

|. INTRODUCTION Nonlinear design such as the Lyapunov-based control [10],

Vibration reduction of transportation systems is to meedecentralized bang-bang control [11], establishes the-sem
the requirement for ride comfort. Existing architectures f active control laws by maximizing the dissipative rate af-di
the vibration reduction of transportation systems falloint tinctive energy functions. One of the disadvantages ofethes
three categories: passive, fully active, and semi-actiiere  approaches is that the performance of the closed-looprayste
passive components, active actuators, or semi-activea-actds Not guaranteed for the lack of connection between perfor-
tors are used in the respective architecture. A passiversystmance costs and energy functions. Representing the semi-
is reliable and low-cost but with limited performance. Theactive system as a linear hybrid system, work [12] considers
active architecture, comprising of control mechanism an@ Sub-optimal control using hybrid model predictive cohtro
fully active actuators, leads to superior performance at tfRPProach. Recent work [13] performs nonlinéag control
expense of a high first cost, relatively large electric powei€sign of semi-active automotive suspensions. By reistgict
requirements and potentially reduced reliability [1]. The&he nonlinear constrained weights on controlled signéis, t
semi-active architecture was originally proposed in [2] tdlamilton-Jacobi inequality is condensed into an algebraic
trade off the performance of vibration reduction and th&iccati inequality [14]. Although a smooth nonlinear catr
system cost. The semi-active architecture takes a simillfy guaranteed, this approach does not ensures the digsipati
form of the active counterpart except that the fully activéondition in design stage. Readers are referred to [15] for a
actuators are substituted by semi-active actuators. A widBore detailed survey of semi-active controls.
range of study on semi-active systems, mainly on automotive This paper considers the vibration reduction of a simplified
suspensions, demonstrates that a semi-active system E&@rter car model using semi-active dampers with adjustabl
achieve comparable performance of its active counterpart YScous damping coefficients. In Section Il we introduce the
a reduced first cost and potentially simplify power Supp|)$emi-active system, and state the problem to be solved. In
requirements [1]. Section Il we discuss the optimal control of a semi-active

The application of semi-active actuators such as MRYStem, propose a general sub-optimal control structum, a
dampers renders a challenging problem—control design BRPlement a specific sub-optimal control with one measure-
the semi-active system subject to performance criteri@ THNent. Performance analysis of the sub-optimal control is
dissipative constraint on semi-active dampers not only if0vestigated in Section IV. Simulation results of seveeahs
troduces nonlinearity, but also leads to constrained obntr 8Ctive control laws are provided in Section IV to demonstrat
Work, e.g. [2], [3], [4], first performs control design for athe_effecnveness of the prpposed sub-op'uma_l control had t
fully active system, then derives semi-active control law§uning methodology. Section V concludes this note.
by ‘clipping’ active control laws to ensure that semi-aetiv Notation: ||z()[|,, is the £,-norm of z(¢), for 1 < p <
actuators generate forces in the same directions as active 8- A Positive (or negative) definite (p.d.f) matrik (or Q)
tuators would. The aforementioned two-step design approals abbreviated by > 0 (or @ < 0).

. . . . [1. PRELIMINARY
Yebin Wang is with Mitsubishi Electric Research Laboragsri Cam-

bridge, MA, 02139 USA. (email: yebinwang@merl.com) A. The Semi-Active System
Kenji Utsunomiya is with Advanced Technology R&D Center t8dibishi Wi id del which i d f
Electric Corporation, 8-1-1, Tsukaguchi-honmachi, Anssda City, 661- e consider a quarter car model whnich Is a two degree o

8661, Japan. (email: Utsunomiya.Kenji@db.Mitsubishiftie.co.jp) freedom (2DOF) system as shown in Figure 1. The 2DOF



system consists of a first massa{), a second massiz), a . ,
road profile, a controller(), sensors .§), dampers &;, b2) u |G Yy
and springs X, k2). The semi-active actuatob) is placed

between the second mass and the road profile. The system

ko ki ¢
Road mo M‘“ my Fig. 2. Disturbance attenuation problem setup [16]
profile
w 2 ?’ by ;’ Generally, the cosf reflects the ride comfort and physical
2@ ! constraints ensuring the safety operation. The ride camfor
= can be measured by norms of the first mass acceleration and
Fig. 1. A 2DOF quarter car model its time derivative (jerk). In addition to the ride comfort,
physical constraints are mainly the relative displacement
dynamics is between moving masses, the dissipative rate of power [12],

and the bound of control. These constraints can be either

& = Az + Biw + By (=, b)u, (1) included inz or imposed as hard constraints.

y =2 = h(z,u, w,w), This note only considers the ride comfort aspect, i.e., the
wherez = (21, 72, d1,32)7 = (21,22, 23, 24)7, u = by, w performance criteria i€,-norm of the first mass accelera-
is the disturbance from the road profile, and tion. To design a control which minimizeg, ()|, subject

~ to w(t) is an L, control design problem, which is difficult
8 8 (1) (1) to solve for nonlinear systems. We consider a cost function
A=|_k & _b b |, 1
mi mi mi my T P
11;_1 _kitks b b1 J = / |Z1()[Pdt | . (2)
L 2 mo mo ma
[0 0 ’
0 0 When p is sufficiently large, it is reasonable to assume
By = 0> Ba(x,w) = 0 . that the corresponding control approximates fhe control.
| = — Lt [Il. CONTROLLERDESIGN

The system setup is non-unique. For instance, a semi-actite Optimal Control

actuator can be placed between andm,. We however  we formulate the semi-active vibration reduction as a
choose the aforementioned setup, because the domin@ghstrained optimal control problem with the cost function
resonant mode of certain system is result from, and an 7 given by (2). The main purpose is to derive the structure

actuator betweem, and the road profile is more effective of optimal control. We begin with defining the Hamiltonian
in suppressing this resonance than the other setup. Placing

a semi-active actuator between the road profile amg H (%A u,w, i) = |1 ()P + X (Az + Byw + Ba(x,)u).

however allows the effect of the disturbance derivative. Treatingw, @ as functions of time and applying the Min-

B. Problem Satement imum Principle, we have the necessary condition on the

Typically, the vibration reduction is formulated as a distu optimal control as follows

bance attenuation problem. This problem can be illustrated H(z*, \*u*,t) = min H(z*, N u,t),
by Figure 2, where&? is the plant, and: is the controlled u€[bmin,bmas]
variable, respectively. The vibration reduction problesn iwherex*, u*, \* are the optimal state, control, and costate
stated as follows. trajectories, respectively. Sindg(t) is independent ofi, the
Given the system (1) subject to the distur- optimal control which minimized7 (z*, \*, u, t) is given by
bancew and other design constraints e.g. rel- .
ative displacements, theg power dissipativ?a rate, u* = {bm‘”’ (W) Ba(z,w) <0,
and bounded control set, find a contrlwhich bimin,  (A*)T Ba(z,1) > 0,

minimizes a cost functiow. whereb,,in, bmae are the upper and lower bounds wf
If w(t) is known, the treatment of optimal control can be Remark 3.1: The optimal controt.* minimizing L,-norm
followed to reject the vibration. Although it is impractica of first mass acceleration necessarily takes the form of an on
to assume the knowledge about the disturbance, the optimg# switch control. Given\* = (X\%,...,A5)”, the optimal
control approach is, however, useful to derive the form ofontrol can be simplified as
controller which optimally attenuates the disturbanced an
to establish the bounds on the achievable performance of ut = {

bmaza )\Z(IAL - w) > O,
admissible controllers. 0.

bmin7 /\1(1'4 - U}) S

®3)



Various of existing semi-active control laws admit the form A natural choice ofy is to mix the well-known GH strat-
of (3). For instance, a conventional semi-active contradgy (4) and ADD strategy (7). This is because the frequency
law which implements the conceptual Ground-Hook (GHEharacteristics of the closed-loop systems using these two

strategy [5] is defined as follows controls are complementary [19], i.e., switch control lohse
¢ b ) on the GH achieves good performance in isolating the low
_ min{ 725, bnaz}, - 2a(r4 — ) 20, 4) frequency disturbances, and ADD is good at attenuating the
bmin, xa(xs —w) <0, high frequency disturbance. On the other hand, given2,

Y . . . . and matching the order of in (5), we know thatV is a
whereAj in (3) is replaced witfbz,, andb is the damping uadratic function of;, which implies), is a linear function

coefficient of a damper attached between the second ma(.;sfsstate Given the second mass acceleration, we propose the
and the inertial reference. The amplitude of conto(4) : ’ prop

sub-optimal control law as follows

can be piecewise continuous. O
Remark 3.2: The key to solve the optimal contral is to bmazs  (C1a1 + Codiy + 34)(4 — ) > 0,
solve forAj;. Theoretically, one can obtairf () by solving a U= ; B 8
4- ' bmin, Otherwise

boundary value problem. The resultant optimal controkseli

on the disturbance and its time derivative, and the initiahherecy, ¢, are constantsy; is the estimated acceleration
state condition. Alternatively, one can follow the dynamicf the first massg, is the estimated velocity of the second

programming approach to solve (t) from the well-known mass, andi, — « is the estimated relative velocity of the
Hamilton-Jacobi-Bellman (HJB) equation, which will be twosemi-active actuator.

switched nonlinear partial differential equations Remark 3.3: Allowing ¢ be a function of the second
v 1% oV v mass acceleration, estimates of the first mass acceleration
%J“r %szmm +q(z) + Fe 0, if %32 <0 and the second mass velocity is because as shown later,
oV oV ov 1% ) all these signals are relatively easy to obtain. Assuming
3o T gy Prbmas +a(@) + 50 =0, if =By >0 constant parameters;, ¢, is to simplify the performance

analysis of the resultant closed-loop system and the tuning
of controller. This is however not necessary and can be
generalized. Allowing a more genekalpotentially increases
the achievable performance of vibration reduction at the
Iexpense of a complex tuning. O

where f = Ax + Byw,g = Bs, q(z) = |#1(¢)|P is the
Lagrangian. Given the value functidi(z,¢) solved from
(5) and denoting\* = 9V/0x, theu*(t) is the same as (3).
In general, solving the time varying HIB (5) is difficult]
Besides the difficulty to solve the closed-form optima
control law, another major weakness of the optimal contrat, Sability Analysis
approach is that it requires the perfect knowledge about dis

turbgnce and its time derivative, and state. Itis therenfnme tem (1) with control (8) is Input-to-State Stable (ISS), e
feasible to apply optimal control to the semi-active syste he disturbance is treated as input

in pract_ice. This motivates us to develop an implementable Proposition 3.4: System (1) with the control (8) is ISS.
sub-optimal control. Proof: The closed-loop semi-active system can be

We aim to establish that the closed-loop semi-active sys-

B. Sub-Optimal Control formulated as the following switched system
We propose a controller which takes the exact same form &= A1z + Y1 (w, W), u=bnas, 9
as the optimal control (3). The idea of selecting this cdntro i = Ast 4+ o (w, 1), U= bpin. ©)

structure is to mimic the optimal control by approximatin

the optimal costate trajectory;. The sub-optimal control W first study the stability of the homogenous part of (9)

law is defined as follows Y i=Ax, u=bmae
. ’ ’ (10)
w = bmamv (p(jjvy)(x4 - ’LU) > 07 (6) Yo Tr = A2x7 U = bpin.
bmin,  p(&,y)(za — W) <0, We assume system (10) switches arbitrarily, which is more

general than the closed-loop semi-active case where dontro
(8) switches by state. Taking the Lyapunov candidate as the
ghysical energy of the unforced switch system (10), we have
V < 0,Vx # 0 because of the existence of dampers in the
SDhysical system. Denotiny = 27 Pz, P > 0, andV <

2T Qx, we know( is negative definite.

whereyp is a function of the measurementind the estimate
of the original system stater is used to approximataj.
Note that a number of existing semi-active controls ar
special cases of the control (6). For instance, with—
I4, (6) reduces to Acceleration Driven Damping (ADD) a:

follows [17 . .
[17] To show that (9) is ISS, we use the sarfie Its time
bmaz, 4 —w) >0, derivative is
o { o © |
iy £4(2a —10) < 0. V < o7 Qu +2||Paf max{|[vsl. . 2.}

When is a linear combination of state, (6) reduces to the

1
i ‘ < T T p2 L
clipped optimal control [18]. SvQoter T € 1¥3lloc -



wheree > 0, andy; satisfies by verifying that the zero solution of the resulting error
dynamicsy = n — 1) is exponentially stable
2 2 ’
[¥slloe = max{{lirls, , lv2llS}-

. ko
One can always take a sufficiently smals.t. n= _—u(t)n'
2 . . . .
2T (Q+ eP?)x < —pllzl; . To estimate the acceleration of the first mass, we examine

the dynamics ofz1, x3) by treating(z2, z4) as output, and

Hence, we have / X
have the transfer function from the second mass displacemen

V< —pu ||x|‘§ + 1 sl to the first mass displacement
€ o0
and Gy= ) stk
Xao(s) mus?+bis+k
V<—(1-96) ||:v|\§, V||| > 1/ ||¢3Hoo’ Since the transfer function from the second mass accederati
to the first mass acceleration &, as well, we introduce a
where0 < ¢ < 1. Applying [20, Thm. 4.19], we conclude jinear time invariant filter as follows
that system (9) is ISS w.r.tw, w. [ ] . .
Remark 3.5: System (9) is ISS implies that it is Bounded &y = &,

Input Bounded Qutput stable. One can alternatively sr_\ow § = —ﬂfcl _ b—lfcg I Lm, (13)
that system (10) is globally exponentially stable by sadvin my my my
the following Linear Matrix Inequalities (LMIs) g = k121 + b123.

ATP+PA, <O, The output of (13) is the estimation of the first mass accel-

ATP 4 PA, <0 eration which converges to the the first mass acceleration

exponentially. We finally implement the output feedback
whose solution is guaranteed by the system’s dissipativitgub-optimal control as (8), (12), and (13), whefe in
The L, stability of the semi-active system can be similarly(12) is replaced withi;. The implementation of control
analyzed and posed as the solvability of a set of LMlanerely measures the second mass acceleration, thus reduce
Slightly different from the ISS case, we need to considethe hardware cost of the entire system.
an augmented semi-active system which includes the distur-Remark 3.6: The globally exponential stability of the
bance model. O dynamics of estimation error is established because the
. dynamics ofr; andz,—w are stable. The proposed estimator
D. Implementation of Control (8) given by (12) and (13) does not have freedom in controlling

The state feedback control (8) requires the knowledge @he convergence speed of the resultant error dynamics.
the absolute velocity of the second mags and the relative

velocity between the second mass and road profile-- IV. PERFORMANCEANALYSIS

w. Both of states are difficult or expensive to measure in Given the sub-optimal control (8), we would like to tune
practice. The approximation of the second mass velacity the controller, and evaluate the performance of the resulta
has been discussed and obtained by passing the second m#@§sed-loop system. The tuning and evaluation is based on
acceleration through a band-pass filter [21]. We focus Ofivo criteria: the peak to peak acceleration of the first mass,
the estimation of the acceleration of the first massand and,-norm of the acceleration of the first mass. Assuming
the relative velocityz, — w. The estimation of the sign of the first mass acceleratior(t),t € [0, 7], the peak to peak
the relative velocity is critical here because it determitfee  gcceleration is defined as
time to turn on and off the actuator.

For the relative velocity:, — 1, we notice the dynamics P2P= max z(t) — min 2(f).

_ t€[0,T t€[0,77]
of x4 can be rewritten as ] )
The performance metric P2P is closely relate to the

Gy = ——31 — — (29 —w) — _)(132 — ). norm. However, they are different and the-norm is more
ma ma 2 conservative than P2P. This is evident by noticing
Assuming the knowledge of the first mass and second mass

accelerationg, 4, we write the dynamics off = zo — w P2P< 2||z]|,
-1 . . A. L, Analysis
= u(t) (kam + mads + mif1). (1) This subsection is to tune the control (8) so that it mini-
Introducing a linear time-varying filter mizes theC,-norm cost functional. This approach is based on
' _1 the assumption that the closed-loop semi-active system can
N = —— (ko) + maiy + mid1), (12) be approximated fairly well by a linear system. Simulation
u(t) of the semi-active system reveals the dominance of the su-

we have the estimation of the relative velocity, which conperposition principle. That isV (aw(t)) = a¥(w(t)), where
verges to the true value af exponentially. This is obvious « is constant, andl : £, — L, is the nonlinear operator



characterizing the input output model of the semi-activ
system. On the other hand, we finel(w;(t) + w(t)) #
U(wi(t)) + ¥(wa(t)), if wi(t) andws(t) are different.
Figure 3 illustrates how we obtain the approximaie
gain of the semi-active system. A single frequency sinusoi
signalr is used to excite the closed-loop semi-active systen
then a frequency dependefif gain is computed as follows

I 22(t)at
[l r2yat

=2

Costs .]1 when p

We also employ th&l; (s) to incorporate the low-pass model .
of the disturbance which is obtained by estimating the pow =
spectrum of the real disturbance data. The cost function

defined as o
Ji(c1, e2) :/

25 i i i i i i i i i

-0.25 -0.2 -0.15 -0.1 -0.05 0 005 01 015 0.2
Control Parameter c,

7 (w)dw. (14)

Fig. 4. Costs of the Semi-Active System w.ti., co

" “ 5 work [24] attempts to solve the bounded output peak problem
@—> Wi(s) " Plant y using LMIs, which might be conservative. On the other hand,
the £, control design for nonlinear system remains open.

Hence, numerical simulation of nonlinear system subject
to certain signals will be performed to tune the control
parameters which minimizes the P2P cost.

We evaluate the P2P of the semi-active system subject to
triangular signals with different frequencies, which p=lly
capture characteristics of the level variation of the road
profile. We define the cost function

“2 P2P,(w) — P2P,,(w
e = [ PR
w p

where P2R(w) and P2R,(w) are P2P for the passive and
semi-active systems respectively. The cost means the
improvement of vibration reduction of the semi-active syst

Numerical simulation is used to investigate how the pag, o the passive system. Different from the cdstwhich is
rameterscy, c; affect the performance cost. Introducing the ) o minimized. the cosly is to be maximized

sets ofUy, Us which are the domain of;, co respectively,

LControlle

Fig. 3. Schematics of.o analysis

|

It is clear that/; is a function of, w.,,, w1, w2, bymin, bmaz
as well ascy, co. For simplicity, we take

r = le — 3sin(wt), (15)

¢ =0.707, w, = 12rad/sec
wy = lrad/se¢c wy = 35rad/sec

1

U, = {0,0.05,0.10, 0.15,0.20, 0.25},
U, = {0,20.05, £0.10, £0.15, £0.20, £0.25}.

We simulate the semi-active system by enumerating:

over Uy, Uy, and have the simulation result as shown ir o7k ,,,’”
Figure 4. Hence, the sub-optimal control parameters, whic osl é?é@//
minimize J; areS; = {¢; = 0.05,¢c2 = 0}. ' ¢é¢¢

Remark 4.1: Here we perform exhaustive search for con
trol parameters. Various approaches including gradiesed
adaptation, extremum-seeking can also be applied to tune 1
controller. O

B. P2P Tuning

Another important criteria of ride comfort is the peak
acceleration of the first mass. Control minimizing this cos
can be approximated by A., control which minimizes the
oo-norm of the controlled variable. The control design of an
LTI plant to reject a persistent disturbance subjedtto)|..
has been formulated asa control and investigated in [22],
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Fig. 5. Triangular Inputs with Different Frequencies

To evaluate the cosf, for every set of parameters over

[23]. The resulting controller is difficult to implement. i@&r U, U, a number of triangular waves are treatedwasn



Figure 5 and are fed into the semi-active system. Given a
set of parameters,, ¢, the cost functional/; is computed [1]
according to (15) but using summation over a discrete
frequency points instead of integral over a frequency iter (2]
We finally have the performance curves shown in Figure 6.
Maximizing J, overUy, Uy, shown in Figure 6, gives control [3]
parametersSy = {¢; = 0.25,¢3 = —0.05}.

(4]

Costs w.r.t. Control Parameters
15 : : : : : : . : :

(5]

(6]

(7]

(8]

El
[10]

~10 i i i
-0.25 -0.2 -0.15 -0.1 -0.05 O
Control Parameter c,

01 015 0.2

0.05

[11]
Fig. 6. Costs of the Semi-Active System w.rt., co
[12]
C. Validation

We simulate a passive system, which is the case whéts]
u = bmin, and four semi-active control laws: the proposed
sub-optimal control (8) with parameters given ByandS,,  [14]
conventional controls (4) and (7), respectively. The reatl
variation data of the road profile is treated as the distuzban 15]
The simulation results are summarized in Table |. We can see
the sub-optimal control (8) witt$; minimizing £2 gain has
the lowest level of 2-norm cost, and (8) wify3 minimizing
P2P shows the best performance in reducing the P2P. Thig;
demonstrates the effectiveness of the proposed control and
the tuning methodology.

TABLE |

SIMULATION RESULTS OFSEMI-ACTIVE CONTROLS [18]

Costs | Passive| (8) with S1 | (8) with Sa 4) (7)
llz]l, | 6.6092 3.4117 3.5920 3.5106 | 4.3849
P2P | 0.2495 0.2199 0.1815 0.2451] 0.2386 [19]

V. CONCLUSION [20]

This paper considers the control design for vibration re21]
duction of transportation systems using semi-active actsa
The form of the optimal disturbance attenuation of the semjp,
active system is discussed and shown to be an on-off switch
strategy. A sub-optimal control is proposed and implenment
using one sensor measurement. Performance analysis ofe%%
sub-optimal control subject to cost functionals is invgatied
using numerical computation. The semi-active system witl#4]
the sub-optimal control is simulated to demonstrate itseff
tiveness.
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