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Connection between MP and DPP for Stochastic Recursive Optimal
Control Problems: Viscosity Solution Framework in Local Case

Tianyang Nie, Jingtao Shi,Member, IEEE, Zhen Wu

Abstract— This paper deals with a nonsmooth version of
the connection between the maximum principle and dynamic
programming principle, for the stochastic recursive control
problem when the control domain is convex. By employing the
notions of sub- and super-jets, the set inclusions are derived
among the value function and the adjoint processes. The general
case for non-convex control domain is open.

I. INTRODUCTION

There are usually two ways to study optimal control
problems: Pontryagin’s maximum principle (MP) and Bell-
man’s dynamic programming principle (DPP), involving an
adjoint variableψ and the value functionV , respectively. The
classical result by Fleming and Rishel [7] on the connection
between the MP and DPP is known asψ(t) = −Vx(t, x̄(t)),
where x̄(·) is the optimal state. Since the value function
V is not always smooth, some non-smooth versions of the
classical result are researched by non-smooth analysis and
generalized derivatives. Within the framework of viscosity
solution, Zhou [20] showed that

D1,−
x V (t, x̄(t)) ⊂ {−ψ(t)} ⊂ D1,+

x V (t, x̄(t)), (1)

whereD1,−
x V (t, x̄(t)) andD1,+

x V (t, x̄(t)) denote the first-
order sub- and super-jets ofV at (t, x̄(t)), respectively.

For stochastic optimal control problems, the classical
result on the connection between the MP and DPP is
proved by Bensoussan [1], which is known asp(t) =
−Vx(t, x̄(t)), q(t) = −Vxx(t, x̄(t))σ(t, x̄(t), ū(t)) involving
an adjoint process pair(p, q), whereū(·) is the optimal con-
trol andσ is the diffusion coefficient. Within the framework
of viscosity solution, Yong and Zhou [18] showed that

{−p(t)} × [−P (t),∞) ⊂ D2,+
x V (t, x̄(t)),

D2,−
x V (t, x̄(t)) ⊂ {−p(t)} × (−∞,−P (t)],

(2)

where D2,−
x V (t, x̄(t)) and D2,+

x V (t, x̄(t)) denote the
second-order sub- and super-jets ofV at (t, x̄(t)), andp, P
are the first- and second-order adjoint processes, respectively.

In this paper, we consider one kind of stochastic recursive
optimal control problem, where the cost functional is de-
scribed by the solution to abackward stochastic differential
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equation(BSDE) of the following form
{

−dy(t) = f(t, y(t), z(t))dt− z(t)dW (t), t ∈ [0, T ],

y(T ) = ξ,

where the terminal condition (rather than the initial condi-
tion) ξ is given in advance. Linear BSDE was introduced by
Bismut [2], to represent the adjoint equation when applying
the MP to solve stochastic optimal control problems. The
nonlinear BSDE was introduced by Pardoux and Peng [9].
Independently, Duffie and Epstein [4] introduced BSDE from
economic background, and they presented a stochastic differ-
ential formulation of recursive utility which is an extension
of the standard additive utility with the instantaneous utility
depending not only on the instantaneous consumption rate
but also on the future utility. Stochastic recursive optimal
control problems have found important applications in math-
ematical economics, mathematical finance and engineering
(see El Karoui, Peng and Quenez [5], [6], Wang and Wu
[15], Cvitanic and Zhang [3] and the references therein).

For stochastic recursive optimal control problems, Peng
[11] first obtained a local maximum principle when the
control domain is convex. And Xu [17] studied the non-
convex control domain case, but with the assumption that
the diffusion coefficient does not depend on the control
variable. Wu [16] established a general maximum principle
by Ekeland variational principle, where the control domain
is non-convex and the diffusion coefficient contains the
control variable. Peng [10] (also see Peng [12]) first obtained
the generalized dynamic programming principle and intro-
duced a generalizedHamilton-Jacobi-Bellman(HJB) equa-
tion which is a second-order parabolicpartial differential
equation (PDE). The value function is proved to be the
viscosity solution to the generalized HJB equation.

The connection between MP and DPP for stochastic
recursive optimal control problems was first studied by Shi
[13] (see also Shi and Yu [14]) in its local form, when the
control domain is convex and the value function is assumed
to be smooth enough. The main result is










p(t) = Vx(t, x̄(t))
⊤
q(t),

k(t) =
[

Vxx(t, x̄(t))σ(t, x̄(t), ū(t)) + Vx(t, x̄(t))fz
(

t, x̄(t),

− V (t, x̄(t)),−Vx(t, x̄(t))σ(t, x̄(t), ū(t)), ū(t)
)]

q(t),
(3)

involving an adjoint process triple(p, q, k), wheref is the
generator of the controlled BSDE which is coupled with the
controlled SDE. Applications to the recursive utility portfolio
optimization problem in the financial market are discussed.

However, this classical result is highly unsatisfactory be-
cause the smoothness assumption on the value functionV
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is illusory and it is not true even in the very simple case:
see Example 3.1 of this paper. In the current work, we
extend the above classical result by getting rid of the illusory
assumption that the value function is differentiable. Our main
contribution is to show the connection between the adjoint
processesp(·), q(·) in the maximum principle and the first-
order sub- and super-jetsD1,−

x V (t, x̄(t)), D1,+
x V (t, x̄(t)).

The rest of this paper is organized as follows. In Section
2, we state our problem and give some preliminary results
about the MP and the DPP. Section 3 exhibits the main
result of this paper, namely, the connection between the value
function and the adjoint processes within the framework
of viscosity solution. Finally, in Section 4 we give the
concluding remarks.

II. PROBLEM STATEMENT AND PRELIMINARIES

Let T > 0 be finite andU ⊂ R
k be nonempty and convex.

Given t ∈ [0, T ), we denoteUw[t, T ] the set of all 5-tuples
(Ω,F ,P,W (·);u(·)) satisfying the following:

(i) (Ω,F ,P) is a complete probability space;
(ii) {W (s)}s≥t is a d-dimensional standard Brownian

motion defined on(Ω,F ,P) over [t, T ] (with W (t) = 0
almost surely), andF t

s = σ{W (r); t ≤ r ≤ s} augmented
by all theP-null sets inF ;

(iii) u : [t, T ]×Ω → U is an{F t
s}s≥t-adapted process on

(Ω,F ,P).
We write (Ω,F ,P,W (·);u(·)) ∈ Uw[t, T ], but occasion-

ally we will write only u(·) ∈ Uw[t, T ] if no ambiguity
exists. For any(t, x) ∈ [0, T ) × R

n, consider the state
Xt,x;u(·) ∈ R

n given by the following controlled SDE:










dX
t,x;u(s) = b(s,Xt,x;u(s), u(s))ds

+ σ(s,Xt,x;u(s), u(s))dW (s), s ∈ [t, T ],

X
t,x;u(t) = x.

(4)

Here b : [0, T ]×R
n ×U → R

n, σ : [0, T ]×R
n ×U →

R
n×d are given functions. We assume that

(H1) b, σ are uniformly continuous in(s, x, u), and there
exists a constantC > 0 such that for alls ∈ [0, T ], x, x̂ ∈
R

n, u ∈ U,
{

|b(s, x, u)− b(s, x̂, u)|+ |σ(t, x, u)− σ(s, x̂, u)| ≤ C|x− x̂|,

|b(s, x, u)|+ |σ(s, x, u)| ≤ C(1 + |x|).

For anyu(·) ∈ Uw[t, T ], under (H1), SDE (4) has a unique
solutionXt,x;u(·) by the classical SDE theory (see [8], [18]).
We refer to suchu(·) ∈ Uw[t, T ] as an admissible control
and (Xt,x;u(·), u(·)) as an admissible pair.

Next, we introduce the following controlled BSDE cou-
pled with (4):










−dY
t,x;u(s) = f(s,Xt,x;u(s), Y t,x;u(s), Zt,x;u(s), u(s))ds

− Z
t,x;u(s)dW (s), s ∈ [t, T ],

Y
t,x;u(T ) = φ(Xt,x;u(T )).

(5)
Here f : [0, T ]×R

n ×R ×R
d ×U → R,Φ : Rn → R

are given functions. We assume that

(H2) f, φ are uniformly continuous in(s, x, y, z, u) and
there exists a constantC > 0 such that for all s ∈

[0, T ], x, x̂ ∈ R
n, y, ŷ ∈ R, z, ẑ ∈ R

d, u ∈ U,


















|f(s, x, y, z, u)− f(s, x̂, ŷ, ẑ, u)|

≤ C(|x− x̂|+ |y − ŷ|+ |z − ẑ|),

|f(s, x, 0, 0, u)|+ |φ(x)| ≤ C(1 + |x|),

|φ(x) − φ(x̂)| ≤ C|x− x̂|.

Then for anyu(·) ∈ Uw[t, T ] and the given unique solution
Xt,x;u(·) to (4), under (H2), BSDE (5) admits a unique
solution (Y t,x;u(·), Zt,x;u(·)) by the classical BSDE theory
(see Pardoux and Peng [9] or Peng [12]).

Given u(·) ∈ Uw[t, T ], we introduce the cost functional

J(t, x;u(·)) := −Y t,x;u(s)|s=t, (t, x) ∈ [0, T ]×R
n. (6)

Our recursive stochastic optimal control problem is the
following.

Problem (RSOCP). For given (t, x) ∈ [0, T ) × R
n, to

minimize (6) subject to (4)∼(5) overUw[t, T ].
We define the value function
{

V (t, x) := inf
u(·)∈Uw[t,T ]

J(t, x;u(·)), (t, x) ∈ [0, T ]×R
n
,

V (T, x) = −φ(x), x ∈ R
n
.

(7)
Any ū(·) ∈ Uw[t, T ] that achieves the above infimum is
called an optimal control, and the corresponding solution triple
(X̄t,x;ū(·), Ȳ t,x;ū(·), Z̄t,x;ū(·)) is called an optimal state. We refer
to (X̄t,x;ū(·), Ȳ t,x;ū(·), Z̄t,x;ū(·), ū(·)) as an optimal quadruple.

Remark 2.1 Becauseb, σ, f, g are all deterministic functions, then
from Proposition 5.1 of Peng [12], we know that under (H1),
(H2), the above value function is a deterministic function. Thus
our definition (7) is meaningful.

We introduce the following generalized HJB equation:














− vt(t, x) + sup
u∈U

G
(

t, x,−v(t, x),−vx(t, x),

− vxx(t, x), u
)

= 0, (t, x) ∈ [0, T )×R
n
,

v(T, x) = −φ(x), ∀x ∈ R
n
,

(8)

where the generalized Hamiltonian functionG : [0, T ]×R
n×R×

R
n × Sn ×U → R is defined as

G(t, x, r, p,A, u) :=
1

2
tr
{

σ(t, x, u)⊤Aσ(t, x, u)
}

+ 〈p, b(t, x, u)〉+ f(t, x, r, σ(t, x, u)⊤p, u).
(9)

The following result belongs to Peng [12].

Proposition 2.1 Let (H1), (H2) hold. Then for anyt ∈ [0, T ]
and x, x′ ∈ R

n, we have

(i) |V (t, x)− V (t, x′)| ≤ C|x− x
′|,

(ii) |V (t, x)| ≤ C(1 + |x|).
(10)

We introduce the definition of the viscosity solution for HJB
equation (8).

Definition 2.1 (i) A function v ∈ C([0, T ] × R
n) is called a

viscosity subsolution to (8) if

v(T, x) ≤ −φ(x), ∀x ∈ R
n
,

and for anyϕ ∈ C1,2([0, T ]×R
n), wheneverv−ϕ attains a local

maximum at(t, x) ∈ [0, T )× R
n, we have

−ϕt(t, x) + sup
u∈U

G
(

t, x,−v(t, x),−ϕx(t, x),−ϕxx(t, x), u
)

≤ 0.



(ii) A function v ∈ C([0, T ] × R
n) is called a viscosity superso-

lution to (8) if

v(T, x) ≥ −φ(x), ∀x ∈ R
n
,

and for anyϕ ∈ C1,2([0, T ]×R
n), wheneverv−ϕ attains a local

minimum at(t, x) ∈ [0, T )× R
n, we have

−ϕt(t, x) + sup
u∈U

G
(

t, x,−v(t, x),−ϕx(t, x),−ϕxx(t, x), u
)

≥ 0.

(iii) A function v ∈ C([0, T ]×R
n) is called a viscosity solution to

(8) if it is both a viscosity subsolution and viscosity supersolution
to (8).

The following result also belongs to Peng [12].

Proposition 2.2 Let (H1), (H2) hold. ThenV (·, ·) defined by
(7) is the unique viscosity solution to (8).

To conveniently state the maximum principle, we regard the
above (4), (5) as a controlledforward-backward stochastic differ-
ential equation(FBSDE):






























dX
t,x;u(s) = b(s,Xt,x;u(s), u(s))ds

+ σ(s,Xt,x;u(s), u(s))dW (s),

−dY
t,x;u(s) = f(s,Xt,x;u(s), Y t,x;u(s), Zt,x;u(s), u(s))ds

− Z
t,x;u(s)dW (s), s ∈ [t, T ],

X
t,x;u(t) = x, Y

t,x;u(T ) = φ(Xt,x;u(T )).
(11)

We need the following assumption.

(H3) b, σ, φ, f are continuously differentiable in(x, y, z) and the
partial derivatives are uniformly bounded.

Let (X̄t,x;ū(·), Ȳ t,x;ū(·), Z̄t,x;ū(·), ū(·)) be an optimal quadru-
ple. For alls ∈ [0, T ], we denote

b̄(s) := b(s, X̄t,x;ū(s), ū(s)), σ̄(s) := b(s, X̄t,x;ū(s), ū(s)),

f̄(s) := f(s, X̄t,x;ū(s), Ȳ t,x;ū(s), Z̄t,x;ū(s), ū(s)),

and similar notations are used for all their derivatives.
We introduce the adjoint equation:






















−dp(s) =
[

b̄x(s)
⊤
p(s)− f̄x(s)

⊤
q(s) + σ̄x(s)k(s)

]

ds

− k(s)dW (s),

dq(s) = f̄y(s)
⊤
q(s)ds+ f̄z(s)

⊤
q(s)dW (s), s ∈ [t, T ],

p(T ) = −φx(X̄
t,x;ū(T ))⊤q(T ), q(t) = 1,

(12)
and the Hamiltonian functionH : [0, T ]×R

n ×R×R
d ×U×

R
n ×R×R

n×d → R is defined as

H(t, x, y, z, u, p, q, k) := 〈p, b(t, x, u)〉

− 〈q, f(t, x, y, z, u)〉+ tr
[

σ(t, x, u)⊤k
]

.
(13)

Under (H1), (H2), (H3), (12) admits a unique solution
(p(·), q(·), k(·)), which is called the adjoint process triple.

The following result comes from Peng [11].

Proposition 2.3 Let (H1), (H2), (H3) hold and(t, x) ∈ [0, T )×
R

n be fixed. Suppose that̄u(·) is an optimal control forProblem
(RSOCP), and (X̄t,x;ū(·), Ȳ t,x;ū(·), Z̄t,x;ū(·)) is the correspond-
ing optimal state. Let(p(·), q(·), k(·)) be the adjoint process triple.
Then

〈

Hu(s, X̄
t,x;ū(s), Ȳ t,x;ū(s), Z̄t,x;ū(s), ū(s),

p(s), q(s), k(s)), u− ū(s)
〉

≥ 0, ∀u ∈ U,
(14)

a.e.s ∈ [t, T ],P-a.s.

Remark 2.2 Notice that Proposition 2.3 is proved by Peng [11] in
its strong formulation. However, as pointed out in Yong and Zhou
[18], since the DPP is involved, we need to deal withProblem
(RSOCP) in its weak formulation. Since only necessary conditions

of optimality are considered here, an optimal quadruple (nomatter
whether in the strong or weak formulation) is given as a starting
point, and all the results are valid for this given optimal quadruple
on the probability space it attached to.

III. M AIN RESULT

We first introduce the notion of the first-order super- and sub-jets.
For v ∈ C([0, T ]× R

n), and(t, x̂) ∈ [0, T ]× R
n, we define



































D
1,+
x v(t, x̂) :=

{

p ∈ R
n
∣

∣v(t, x) ≤ v(t, x̂) + 〈p, x− x̂〉

+ o(|x− x̂|), asx → x̂
}

,

D
1,−
x v(t, x̂) :=

{

p ∈ R
n
∣

∣v(t, x) ≥ v(t, x̂) + 〈p, x− x̂〉

+ o(|x− x̂|), asx → x̂
}

,

(15)

Theorem 3.1 Let (H1), (H2), (H3) hold and(t, x) ∈ [0, T )×R
n

be fixed. Suppose that̄u(·) is an optimal control forProblem
(RSOCP), and (X̄t,x;ū(·), Ȳ t,x;ū(·), Z̄t,x;ū(·)) is the correspond-
ing optimal state. Let(p(·), q(·), k(·)) be the adjoint process triple.
Then

D
1,−
x V (s, X̄t,x;ū(s)) ⊂ {p(s)q−1(s)}

⊂ D
1,+
x V (s, X̄t,x;ū(s)), ∀s ∈ [t, T ],P-a.s.

(16)

whereV (·, ·) is the value function defined by (7).
Proof. Fix an s ∈ [t, T ]. For any x1 ∈ R

n, denote by
(Xs,x1;ū(·), Y s,x1;ū(·), Zs,x1;ū(·)) the solution to the following
FBSDE on[s, T ]:































































X
s,x1;u(r) = x

1 +

∫ r

s

b(α,Xs,x1;u(α), u(α))dα

+

∫ r

s

σ(α,Xs,x1;u(α), u(α))dW (α),

Y
s,x1;u(r) = φ(Xs,x1;u(T )) +

∫ T

r

f(α,Xs,x1;u(α),

Y
s,x1;u

α), Zs,x1;u(α), u(α))dα

−

∫ T

r

Z
s,x1;u(α)dW (α), r ∈ [s, T ].

(17)

It is clear that (17) can be regarded as an FBSDE on
(

Ω,F , {Ft
r}r≥t,P(·|Ft

s)(ω)
)

for P-a.s.ω, whereP(·|Ft
s)(ω) is

the regular conditional probability givenFt
s defined on(Ω,F).

For anys ≤ r ≤ T , set

X̂(r) := X
s,x1;ū(r)− X̄

t,x;ū(r),

Ŷ (r) := Y
s,x1;ū(r)− Ȳ

t,x;ū(r),

Ẑ(r) := Z
s,x1;ū(r)− Z̄

t,x;ū(r).

Thus by a standard argument (see Theorem 6.3, Chapter 1, Yong
and Zhou [18]), we have for any integerk ≥ 1,

E

[

sup
s≤r≤T

∣

∣X̂(r)
∣

∣

2k
∣

∣

∣
Ft

s

]

≤ C|x1 − X̄
t,x;ū(s)|2k, P-a.s. (18)

Moreover, the following estimates holds by Peng [12],

E

[

sup
s≤r≤T

∣

∣Ŷ (r)
∣

∣

2k
∣

∣

∣
Ft

s

]

≤ C|x1 − X̄
t,x;ū(s)|2k, P-a.s.,

E

[(

∫ T

s

∣

∣Ẑ(r)
∣

∣

2
dr

)k∣
∣

∣
Ft

s

]

≤ C|x1 − X̄
t,x;ū(s)|2k, P-a.s.

(19)



Now we write the equation for̂X(·) as


























dX̂(r) =
{

b̄x(r)X̂(r) + ε1(r)
}

dr

+
d

∑

j=1

{

σ̄
j
x(r)X̂(r) + ε

j
2(r)

}

dW
j(r), r ∈ [s, T ],

X̂(s) = x
1 − X̄

t,x;ū(s),
(20)

and the equation for(Ŷ (·), Ẑ(·)) as


















−dŶ (r) =
{

f̄x(r)X̂(r) + f̄y(r)Ŷ (r) + f̄z(r)Ẑ(r)

+ ε3(r)
}

dr − Ẑ(r)dW (r), r ∈ [s, T ],

Ŷ (T ) = φx(X̄
t,x;ū(T ))X̂(T ) + ε4(T ),

(21)

respectively, where


























































































































































ε1(r) :=

∫ 1

0

[

bx(r, X̄
t,x;ū(r) + θX̂(r), ū(r))

− b̄x(r)
]

X̂(r)dθ,

ε
j
2(r) :=

∫ 1

0

[

σ
j
x(r, X̄

t,x;ū(r) + θX̂(r), ū(r))

− σ̄
j
x(r)

]

X̂(r)dθ, j = 1, 2, · · · , d,

ε3(r) :=

∫ 1

0

[

fx(r, X̄
t,x;ū(r) + θX̂(r), Ȳ t,x;ū(r) + θŶ (r),

Z̄
t,x;ū(r) + θẐ(r), ū(r))− f̄x(r)

]

X̂(r)dθ

+

∫ 1

0

[

fy(r, X̄
t,x;ū(r) + θX̂(r), Ȳ t,x;ū(r) + θŶ (r),

Z̄
t,x;ū(r) + θẐ(r), ū(r))− f̄y(r)

]

Ŷ (r)dθ

+

∫ 1

0

[

fz(r, X̄
t,x;ū(r) + θX̂(r), Ȳ t,x;ū(r) + θŶ (r),

Z̄
t,x;ū(r) + θẐ(r), ū(r))− f̄z(r)

]

Ẑ(r)dθ,

ε4(T ) :=

∫ 1

0

[

φx(X̄
t,x;ū(T ) + θX̂(T ))

− φx(X̄
t,x;ū(T ))

]

X̂(T )dθ.

As in pp. 258, Section 4, Chapter 5 of Yong and Zhou [18], for
any k ≥ 1, there exists a deterministic continuous and increasing
function δ : [0,∞) → [0,∞), independent ofx1 ∈ R

n, with
δ(r)
r

→ 0 asr → 0, such that






























E

[

∫ T

s

|ε1(r)|
2k
dr

∣

∣Ft
s

]

≤ δ(|x1 − X̄
t,x;ū(s)|2k), P-a.s.,

E

[

∫ T

s

|ε2(r)|
2k
dr

∣

∣Ft
s

]

≤ δ(|x1 − X̄
t,x;ū(s)|2k), P-a.s.,

E

[

|ε4(T )|
2k
∣

∣Ft
s

]

≤ δ(|x1 − X̄
t,x;ū(s)|2k), P-a.s.

(22)
Moreover, for some0 < α < 1, we have

E

[

∫ T

s

|ε3(r)|
1+α

dr
∣

∣Ft
s

]

≤ δ(|x1 − X̄
t,x;ū(s)|1+α), P-a.s.

(23)
In fact, denote











































∆fx(θ) := fx(r, X̄
t,x;ū(r) + θX̂(r), Ȳ t,x;ū(r) + θŶ (r),

Z̄
t,x;ū(r) + θẐ(r), ū(r))− f̄x(r),

∆fy(θ) := fy(r, X̄
t,x;ū(r) + θX̂(r), Ȳ t,x;ū(r) + θŶ (r),

Z̄
t,x;ū(r) + θẐ(r), ū(r))− f̄y(r),

∆fz(θ) := fz(r, X̄
t,x;ū(r) + θX̂(r), Ȳ t,x;ū(r) + θŶ (r),

Z̄
t,x;ū(r) + θẐ(r), ū(r))− f̄z(r).

Then

E

[

∫ T

s

|ε3(r)|
1+α

dr
∣

∣Ft
s

]

≤ 3E
[

∫ T

s

∣

∣

∣

∫ 1

0

∆fx(θ)dθ
∣

∣

∣

1+α

|X̂(r)|1+α
dr

∣

∣Ft
s

]

+ 3E
[

∫ T

s

∣

∣

∣

∫ 1

0

∆fy(θ)dθ
∣

∣

∣

1+α

|Ŷ (r)|1+α
dr

∣

∣Ft
s

]

+ 3E
[

∫ T

s

∣

∣

∣

∫ 1

0

∆fz(θ)dθ
∣

∣

∣

1+α

|Ẑ(r)|1+α
dr

∣

∣Ft
s

]

:= 3I1 + 3I2 + 3I3.

We considerI3 only. In fact, by Hölder’s inequality, forp =
2

1−α
, q = 2

1+α
, we have

I3 = E

[

∫ T

s

∣

∣

∣

∫ 1

0

∆fz(θ)dθ
∣

∣

∣

1+α

|Ẑ(r)|1+α
dr

∣

∣Ft
s

]

≤ E

[(

∫ T

s

∣

∣

∣

∫ 1

0

∆fz(θ)dθ
∣

∣

∣

(1+α)p

dr
) 1

p

(

∫ T

s

|Ẑ(r)|2dr
)

1+α

2
∣

∣Ft
s

]

≤

{

E

[(

∫ T

s

∣

∣

∣

∫ 1

0

∆fz(θ)dθ
∣

∣

∣

(1+α)p

dr
) 2

p
∣

∣Ft
s

]

} 1
2

{

E

[(

∫ T

s

|Ẑ(r)|2dr
)1+α∣

∣Ft
s

]

} 1
2

:= Π(X̂(s))|x1 − X̄
t,x;ū(s)|1+α

,

since by the second inequality of (19), we have

E

[(

∫ T

s

|Ẑ(r)|2dr
)1+α∣

∣Ft
s

]

≤ C|x1 − X̄
t,x;ū(s)|2(1+α)

,

where

Π(X̂(s)) := C

{

E

[(

∫ T

s

∣

∣

∣

∫ 1

0

∆fz(θ)dθ
∣

∣

∣

(1+α)p

dr
) 2

p
∣

∣Ft
s

]

} 1
2

.

Since from (H3) we have that∆fz(·) is bounded andfz is
continuous, then from dominate convergence theorem, we have
Π(X̂(s)) → 0, as x1 − X̄t,x;ū(s) → 0. That is, I3 ≤ δ(|x1 −
X̄t,x;ū(s)|1+α).

Similarly, by (18) and the first inequality of (19), we can obtain
the same estimates forI1, I2. Thus (23) holds.

Applying Itô’s formula to〈X̂(·), p(·)〉 + Ŷ (·)q(·), noting (12),
(20) and (21), we have

Ŷ (s)q(s) = −〈X̂(s), p(s)〉+ E
[

ε4(T )q(T )
∣

∣Ft
s

]

− E

[

∫ T

s

〈ε1(r), p(r)〉dr
∣

∣Ft
s

]

− E

[

∫ T

s

〈ε2(r), k(r)〉dr
∣

∣Ft
s

]

− E

[

∫ T

s

ε3(r)q(r)dr
∣

∣Ft
s

]

, P-a.s.

(24)
Noting (22) and (23), since E

[

sup
s≤r≤T

|p(r)|2k
∣

∣Ft
s

]

<

∞, E
[

sup
s≤r≤T

|q(r)|2k
∣

∣Ft
s

]

< ∞, E

[

∫ T

s
|k(r)|2dr

∣

∣Ft
s

]

< ∞, it

follows that

E

[

ε4(T )q(T )
∣

∣Ft
s

]

≤
(

E

[

|ε4(T )|
2
∣

∣Ft
s

]) 1
2
(

E

[

|q(T )|2
∣

∣Ft
s

]) 1
2

≤ o(|x1 − X̄
t,x;ū(s)|),



E

[

∫ T

s

〈ε1(r), p(r)〉dr
∣

∣Ft
s

]

≤ E

[

sup
s≤r≤T

p(r)

∫ T

s

ε1(r)dr
∣

∣Ft
s

]

≤
(

E

[

sup
s≤r≤T

|p(r)|2
∣

∣Ft
s

]) 1
2
(

E

[(

∫ T

s

ε1(r)dr
)2∣

∣Ft
s

]) 1
2

≤ o(|x1 − X̄
t,x;ū(s)|),

E

[

∫ T

s

〈ε3(r), k(r)〉dr
∣

∣Ft
s

]

≤
(

E

[(

∫ T

s

k(r)dr
)2∣

∣Ft
s

]) 1
2
(

E

[(

∫ T

s

ε3(r)dr
)2∣

∣Ft
s

]) 1
2

≤ o(|x1 − X̄
t,x;ū(s)|),

and

E

[

∫ T

s

ε3(r)q(r)dr
∣

∣Ft
s

]

≤ E

[

sup
s≤r≤T

q(r)

∫ T

s

ε3(r)dr
∣

∣Ft
s

]

≤
(

E

[

sup
s≤r≤T

|q(r)|q
∣

∣Ft
s

]) 1
q
(

E

[(

∫ T

s

ε3(r)dr
)1+α∣

∣Ft
s

]) 1
1+α

≤ o(|x1 − X̄
t,x;ū(s)|),

whereq = 1+α
α

. Thus, we have

Ŷ (s)q(s) = −〈X̂(s), p(s)〉+ o(|x1 − X̄
t,x;ū(s)|), P-a.s. (25)

Sinceq(·) is invertible, then

Ŷ (s) = −〈X̂(s), p(s)q−1(s)〉+o(|x1−X̄
t,x;ū(s)|), P-a.s. (26)

Let us call ax1 ∈ R
n rational if all its coordinates are rational

numbers. Since the set of all rationalx1 ∈ R
n is countable, we

may find a subsetΩ0 ⊆ Ω with P(Ω0) = 1 such that for any
ω0 ∈ Ω0,



















V (s, X̄t,x;ū(s, ω0)) = −Ȳ
t,x;ū(s, ω0),

(18), (19), (22), (23), (24), (26) are satisfied for any

rationalx1
, and

(

Ω,F ,P(·|Ft
s)(ω0),W (·)−W (s);

u(·))|[s,T ]

)

∈ Uw[s, T ].

The first equality of the above is due to the DPP (see Theorem
5.4 of Peng [12]). Letω0 ∈ Ω0 be fixed, then for any rational
x1 ∈ R

n, noting (26), we have

V (s, x1)− V (s, X̄t,x;ū(s, ω0))

≤ − Y
s,x1;ū(s, ω0) + Ȳ

t,x;ū(s, ω0) := −Ŷ (s, ω0)

= 〈X̂(s, ω0), p(s, ω0)q
−1(s, ω0)〉+ o(|x1 − X̄

t,x;ū(s, ω0)|)

= 〈p(s, ω0)q
−1(s, ω0), X

s,x1;ū(s)− X̄
t,x;ū(s, ω0)〉

+ o(|x1 − X̄
t,x;ū(s, ω0)|).

(27)
Note that the termo(|x1 − X̄t,x;ū(s, ω0)|) in the above depends
only on the size of|x1 − X̄t,x;ū(s, ω0)|, and it is independent of
x1. Therefore, by the continuity ofV (s, ·), we see that (27) holds
for all x1 ∈ R

n, which by definition (15) proves
{

p(s)q−1(s)
}

∈ D
1,+
x V (s, X̄t,x;ū(s)), ∀s ∈ [t, T ], P-a.s.

Let us now showD1,−
x V (s, X̄t,x;ū(s)) ⊂

{

p(s)q−1(s)
}

. Fix
an ω ∈ Ω such that (27) holds for anyx1 ∈ R

n. For any
ξ ∈ D1,−

x V (s, X̄t,x;ū(s)), by definition (15) we have

0 ≤ lim
x1→X̄t,x;ū(s)

{

V (s, x1)− V (s, X̄t,x;ū(s))

|x1 − X̄t,x;ū(s)|

−
〈ξ, x1 − X̄t,x;ū(s)〉

|x1 − X̄t,x;ū(s)|

}

≤ lim
x1→X̄t,x;ū(s)

〈p(s)q−1(s)− ξ, x1 − X̄t,x;ū(s)〉

|x1 − X̄t,x;ū(s)|
.

Then, it is necessary that

ξ = p(s)q−1(s), ∀s ∈ [t, T ], P-a.s.

Thus, (16) holds. The proof is complete.�

Remark 3.1 Note that if V is differentiable with respect tox,
then (16) reduces to

p(s)q−1(s) = Vx(s, X̄
t,x;ū(s)),∀s ∈ [t, T ],P-a.s., (28)

which coincides with the first relation in (3) of Shi [13]. We point
out that Theorem 3.1 is a true extension, by which we mean that
it is possible to have strict set inclusions in (16). The following
example gives such a situation.

Example 3.1 Consider the following controlled SDE (n = d =
1):











dX
t,x;u(s) = X

t,x;u(s)u(s)ds

+X
t,x;u(s)dW (s), s ∈ [t, T ],

X
t,x;u(t) = 0,

(29)

with the control domain beingU = [0, 1]. The cost functional is
defined as

J(t, x;u(·)) := −Y
t,x;u(s)|s=t, (t, x) ∈ [0, T ]×R

n
. (30)

with










−dY
t,x;u(s) =

[

X
t,x;u(s)− Y

t,x;u(s)
]

ds

− Z
t,x;u(s)dW (s), s ∈ [t, T ],

Y
t,x;u(T ) = X

t,x;u(T ).

(31)

The corresponding generalized HJB equation reads


















− vt(t, x)−
1

2
x
2
vxx(t, x) + x+ v(t, x)

+ sup
u∈U

{

− vx(t, x)xu
}

= 0, (t, x) ∈ [0, T )×R
n
,

v(T, x) = −x, ∀x ∈ R
n
,

(32)

It is not difficult to directly verify that the following function is a
viscosity solution to (32):

V (t, x) =

{

−x, if x ≤ 0,
−x(T − t)− x, if x > 0,

(33)

which obviously satisfies (10). Thus, by the uniqueness of the
viscosity solution,V coincides with the value function of our
problem. Moreover, the adjoint equation writes











−dp(s) =
[

ū(s)p(s)− q(s) + k(s)
]

ds− k(s)dW (s),

dq(s) = −q(s)ds, s ∈ [t, T ],

p(T ) = −q(T ), q(t) = 1.

(34)

Let us consider an admissible controlū(·) ≡ 0 for initial state
x = 0. The corresponding state underū(·) is easily seen to be
X̄t,x;ū(·) ≡ 0. By the stochastic verification theorem (see Theorem
9 in [19]), one can check that(X̄t,x;ū(·), ū(·)) is really optimal.
Now let us compare our main result Theorem 3.1 with the one of
Shi [13]. In fact, by applying the results of [13], especially (28),
we obtain nothing, sinceVx(t, x) does not exist along the whole
stateX̄t,x;ū(s), s ∈ [t, T ]. However, we have

D
1,−
x V (s, X̄t,x;ū(s)) = ∅,

D
1,+
x V (s, X̄t,x;ū(s)) = [−(T − s)− 1,−1],

(35)

and the adjoint process triple is(p(s), q(s), k(s)) =
(−et−s, et−s, 0), s ∈ [t, T ]. Thus the relation (16) holds,
which shows that our Theorem 3.1 works.



IV. CONCLUDING REMARKS

In this paper, we have established a nonsmooth version of
the connection between the maximum principle and dynamic pro-
gramming principle, for the stochastic recursive control problem
when the control domain is convex. By employing the viscosity
solution, the connection is now interpreted as a set inclusion among
sub-jetD1,−

x V (s, X̄t,x;ū(s)), super-jetD1,+
x V (s, X̄t,x;ū(s)) and

singleton{p(s)q−1(s)}. This new result has extended the classical
one of Shi [13], by eliminating the smoothness assumption onthe
value function.

This paper is the first part of our recent results on the relationship
between maximum principle and dynamic programming principle
under the framework of viscosity solutions, for the stochastic
recursive optimal control problem. The main result in this paper
(Theorem 3.1) is in local form. In the second part, we will deal
with its global form, that is, the control domain is not necessarily
convex. However, it looks like a difficult problem since the inte-
grablity/regularity property ofz (the martingale part of the BSDE,
which appears in the diffusion coefficient of the forward equation),
seems to be not enough in the case when a second-order expression
is necessary. In forthcoming research, we will try to overcome this
difficulty by using new first- and second-order adjoint equations to
deal with the global case.
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