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#### Abstract

This paper deals with a nonsmooth version of the connection between the maximum principle and dynamic programming principle, for the stochastic recursive control problem when the control domain is convex. By employing the notions of sub- and super-jets, the set inclusions are derived among the value function and the adjoint processes. The general case for non-convex control domain is open.


## I. INTRODUCTION

There are usually two ways to study optimal control problems: Pontryagin's maximum principle (MP) and Bellman's dynamic programming principle (DPP), involving an adjoint variable $\psi$ and the value function $V$, respectively. The classical result by Fleming and Rishel [7] on the connection between the MP and DPP is known as $\psi(t)=-V_{x}(t, \bar{x}(t))$, where $\bar{x}(\cdot)$ is the optimal state. Since the value function $V$ is not always smooth, some non-smooth versions of the classical result are researched by non-smooth analysis and generalized derivatives. Within the framework of viscosity solution, Zhou [20] showed that

$$
\begin{equation*}
D_{x}^{1,-} V(t, \bar{x}(t)) \subset\{-\psi(t)\} \subset D_{x}^{1,+} V(t, \bar{x}(t)) \tag{1}
\end{equation*}
$$

where $D_{x}^{1,-} V(t, \bar{x}(t))$ and $D_{x}^{1,+} V(t, \bar{x}(t))$ denote the firstorder sub- and super-jets of $V$ at $(t, \bar{x}(t))$, respectively.

For stochastic optimal control problems, the classical result on the connection between the MP and DPP is proved by Bensoussan [1], which is known as $p(t)=$ $-V_{x}(t, \bar{x}(t)), q(t)=-V_{x x}(t, \bar{x}(t)) \sigma(t, \bar{x}(t), \bar{u}(t))$ involving an adjoint process pair $(p, q)$, where $\bar{u}(\cdot)$ is the optimal control and $\sigma$ is the diffusion coefficient. Within the framework of viscosity solution, Yong and Zhou [18] showed that

$$
\begin{align*}
& \{-p(t)\} \times[-P(t), \infty) \subset D_{x}^{2,+} V(t, \bar{x}(t)) \\
& D_{x}^{2,-} V(t, \bar{x}(t)) \subset\{-p(t)\} \times(-\infty,-P(t)] \tag{2}
\end{align*}
$$

where $D_{x}^{2,-} V(t, \bar{x}(t))$ and $D_{x}^{2,+} V(t, \bar{x}(t))$ denote the second-order sub- and super-jets of $V$ at $(t, \bar{x}(t))$, and $p, P$ are the first- and second-order adjoint processes, respectively.

In this paper, we consider one kind of stochastic recursive optimal control problem, where the cost functional is described by the solution to a backward stochastic differential
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equation (BSDE) of the following form

$$
\left\{\begin{aligned}
-d y(t) & =f(t, y(t), z(t)) d t-z(t) d W(t), t \in[0, T] \\
y(T) & =\xi
\end{aligned}\right.
$$

where the terminal condition (rather than the initial condition) $\xi$ is given in advance. Linear BSDE was introduced by Bismut [2], to represent the adjoint equation when applying the MP to solve stochastic optimal control problems. The nonlinear BSDE was introduced by Pardoux and Peng [9]. Independently, Duffie and Epstein [4] introduced BSDE from economic background, and they presented a stochastic differential formulation of recursive utility which is an extension of the standard additive utility with the instantaneous utility depending not only on the instantaneous consumption rate but also on the future utility. Stochastic recursive optimal control problems have found important applications in mathematical economics, mathematical finance and engineering (see El Karoui, Peng and Quenez [5], [6], Wang and Wu [15], Cvitanic and Zhang [3] and the references therein).

For stochastic recursive optimal control problems, Peng [11] first obtained a local maximum principle when the control domain is convex. And Xu [17] studied the nonconvex control domain case, but with the assumption that the diffusion coefficient does not depend on the control variable. Wu [16] established a general maximum principle by Ekeland variational principle, where the control domain is non-convex and the diffusion coefficient contains the control variable. Peng [10] (also see Peng [12]) first obtained the generalized dynamic programming principle and introduced a generalized Hamilton-Jacobi-Bellman (HJB) equation which is a second-order parabolic partial differential equation (PDE). The value function is proved to be the viscosity solution to the generalized HJB equation.

The connection between MP and DPP for stochastic recursive optimal control problems was first studied by Shi [13] (see also Shi and Yu [14]) in its local form, when the control domain is convex and the value function is assumed to be smooth enough. The main result is

$$
\left\{\begin{align*}
p(t)= & V_{x}(t, \bar{x}(t))^{\top} q(t)  \tag{3}\\
k(t)= & {\left[V_{x x}(t, \bar{x}(t)) \sigma(t, \bar{x}(t), \bar{u}(t))+V_{x}(t, \bar{x}(t)) f_{z}(t, \bar{x}(t)\right.} \\
& \left.\left.-V(t, \bar{x}(t)),-V_{x}(t, \bar{x}(t)) \sigma(t, \bar{x}(t), \bar{u}(t)), \bar{u}(t)\right)\right] q(t)
\end{align*}\right.
$$

involving an adjoint process triple $(p, q, k)$, where $f$ is the generator of the controlled BSDE which is coupled with the controlled SDE. Applications to the recursive utility portfolio optimization problem in the financial market are discussed.

However, this classical result is highly unsatisfactory because the smoothness assumption on the value function $V$
is illusory and it is not true even in the very simple case: see Example 3.1 of this paper. In the current work, we extend the above classical result by getting rid of the illusory assumption that the value function is differentiable. Our main contribution is to show the connection between the adjoint processes $p(\cdot), q(\cdot)$ in the maximum principle and the firstorder sub- and super-jets $D_{x}^{1,-} V(t, \bar{x}(t)), D_{x}^{1,+} V(t, \bar{x}(t))$.

The rest of this paper is organized as follows. In Section 2, we state our problem and give some preliminary results about the MP and the DPP. Section 3 exhibits the main result of this paper, namely, the connection between the value function and the adjoint processes within the framework of viscosity solution. Finally, in Section 4 we give the concluding remarks.

## II. Problem Statement and Preliminaries

Let $T>0$ be finite and $\mathbf{U} \subset \mathbf{R}^{k}$ be nonempty and convex. Given $t \in[0, T)$, we denote $\mathcal{U}^{w}[t, T]$ the set of all 5-tuples $(\Omega, \mathcal{F}, \mathbf{P}, W(\cdot) ; u(\cdot))$ satisfying the following:
(i) $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space;
(ii) $\{W(s)\}_{s \geq t}$ is a $d$-dimensional standard Brownian motion defined on $(\Omega, \mathcal{F}, \mathbf{P})$ over $[t, T]$ (with $W(t)=0$ almost surely), and $\mathcal{F}_{s}^{t}=\sigma\{W(r) ; t \leq r \leq s\}$ augmented by all the $\mathbf{P}$-null sets in $\mathcal{F}$;
(iii) $u:[t, T] \times \Omega \rightarrow \mathbf{U}$ is an $\left\{\mathcal{F}_{s}^{t}\right\}_{s \geq t}$ - adapted process on $(\Omega, \mathcal{F}, \mathbf{P})$.

We write $(\Omega, \mathcal{F}, \mathbf{P}, W(\cdot) ; u(\cdot)) \in \mathcal{U}^{w}[t, T]$, but occasionally we will write only $u(\cdot) \in \mathcal{U}^{w}[t, T]$ if no ambiguity exists. For any $(t, x) \in[0, T) \times \mathbf{R}^{n}$, consider the state $X^{t, x ; u}(\cdot) \in \mathbf{R}^{n}$ given by the following controlled SDE:

$$
\left\{\begin{align*}
d X^{t, x ; u}(s)= & b\left(s, X^{t, x ; u}(s), u(s)\right) d s  \tag{4}\\
& +\sigma\left(s, X^{t, x ; u}(s), u(s)\right) d W(s), s \in[t, T], \\
X^{t, x ; u}(t)= & x .
\end{align*}\right.
$$

Here $b:[0, T] \times \mathbf{R}^{n} \times \mathbf{U} \rightarrow \mathbf{R}^{n}, \sigma:[0, T] \times \mathbf{R}^{n} \times \mathbf{U} \rightarrow$ $\mathbf{R}^{n \times d}$ are given functions. We assume that
(H1) $b, \sigma$ are uniformly continuous in $(s, x, u)$, and there exists a constant $C>0$ such that for all $s \in[0, T], x, \hat{x} \in$ $\mathbf{R}^{n}, u \in \mathbf{U}$,

$$
\left\{\begin{array}{l}
|b(s, x, u)-b(s, \hat{x}, u)|+|\sigma(t, x, u)-\sigma(s, \hat{x}, u)| \leq C|x-\hat{x}|, \\
|b(s, x, u)|+|\sigma(s, x, u)| \leq C(1+|x|) .
\end{array}\right.
$$

For any $u(\cdot) \in \mathcal{U}^{w}[t, T]$, under (H1), SDE (4) has a unique solution $X^{t, x ; u}(\cdot)$ by the classical SDE theory (see [8], [18]). We refer to such $u(\cdot) \in \mathcal{U}^{w}[t, T]$ as an admissible control and $\left(X^{t, x ; u}(\cdot), u(\cdot)\right)$ as an admissible pair.

Next, we introduce the following controlled BSDE coupled with (4):

$$
\left\{\begin{align*}
-d Y^{t, x ; u}(s)= & f\left(s, X^{t, x ; u}(s), Y^{t, x ; u}(s), Z^{t, x ; u}(s), u(s)\right) d s  \tag{5}\\
& -Z^{t, x ; u}(s) d W(s), s \in[t, T] \\
Y^{t, x ; u}(T)= & \phi\left(X^{t, x ; u}(T)\right)
\end{align*}\right.
$$

Here $f:[0, T] \times \mathbf{R}^{n} \times \mathbf{R} \times \mathbf{R}^{d} \times \mathbf{U} \rightarrow \mathbf{R}, \Phi: \mathbf{R}^{n} \rightarrow \mathbf{R}$ are given functions. We assume that
(H2) $f, \phi$ are uniformly continuous in $(s, x, y, z, u)$ and there exists a constant $C>0$ such that for all $s \in$

$$
\begin{aligned}
& {[0, T], x, \hat{x} \in \mathbf{R}^{n}, y, \hat{y} \in \mathbf{R}, z, \hat{z} \in \mathbf{R}^{d}, u \in \mathbf{U},} \\
& \left\{\begin{array}{l}
|f(s, x, y, z, u)-f(s, \hat{x}, \hat{y}, \hat{z}, u)| \\
\quad \leq C(|x-\hat{x}|+|y-\hat{y}|+|z-\hat{z}|) \\
|f(s, x, 0,0, u)|+|\phi(x)| \leq C(1+|x|) \\
|\phi(x)-\phi(\hat{x})| \leq C|x-\hat{x}|
\end{array}\right.
\end{aligned}
$$

Then for any $u(\cdot) \in \mathcal{U}^{w}[t, T]$ and the given unique solution $X^{t, x ; u}(\cdot)$ to (4), under (H2), BSDE (5) admits a unique solution $\left(Y^{t, x ; u}(\cdot), Z^{t, x ; u}(\cdot)\right)$ by the classical BSDE theory (see Pardoux and Peng [9] or Peng [12]).

Given $u(\cdot) \in \mathcal{U}^{w}[t, T]$, we introduce the cost functional

$$
\begin{equation*}
J(t, x ; u(\cdot)):=-\left.Y^{t, x ; u}(s)\right|_{s=t}, \quad(t, x) \in[0, T] \times \mathbf{R}^{n} . \tag{6}
\end{equation*}
$$

Our recursive stochastic optimal control problem is the following.
Problem (RSOCP). For given $(t, x) \in[0, T) \times \mathbf{R}^{n}$, to minimize (6) subject to (4)~(5) over $\mathcal{U}^{w}[t, T]$.

We define the value function

$$
\left\{\begin{array}{l}
V(t, x):=\inf _{u(\cdot) \in \mathcal{U}^{w}[t, T]} J(t, x ; u(\cdot)),(t, x) \in[0, T] \times \mathbf{R}^{n},  \tag{7}\\
V(T, x)=-\phi(x), \quad x \in \mathbf{R}^{n} .
\end{array}\right.
$$

Any $\bar{u}(\cdot) \in \mathcal{U}^{w}[t, T]$ that achieves the above infimum is called an optimal control, and the corresponding solution triple $\left(\bar{X}^{t, x ; \bar{u}}(\cdot), Y^{t, x ; \bar{u}}(\cdot), \bar{Z}^{t, x ; \bar{u}}(\cdot)\right)$ is called an optimal state. We refer to $\left(\bar{X}^{t, x ; u}(\cdot), \bar{Y}^{t, x ; u}(\cdot), \bar{Z}^{t, x ; u}(\cdot), \bar{u}(\cdot)\right)$ as an optimal quadruple.
Remark 2.1 Because $b, \sigma, f, g$ are all deterministic functions, then from Proposition 5.1 of Peng [12], we know that under (H1), (H2), the above value function is a deterministic function. Thus our definition (7) is meaningful.
We introduce the following generalized HJB equation:

$$
\left\{\begin{array}{l}
-v_{t}(t, x)+\sup _{u \in \mathbf{U}} G\left(t, x,-v(t, x),-v_{x}(t, x),\right.  \tag{8}\\
\left.-v_{x x}(t, x), u\right)=0, \quad(t, x) \in[0, T) \times \mathbf{R}^{n}, \\
v(T, x)=-\phi(x), \quad \forall x \in \mathbf{R}^{n},
\end{array}\right.
$$

where the generalized Hamiltonian function $G:[0, T] \times \mathbf{R}^{n} \times \mathbf{R} \times$ $\mathbf{R}^{n} \times \mathcal{S}^{n} \times \mathbf{U} \rightarrow \mathbf{R}$ is defined as

$$
\begin{align*}
& G(t, x, r, p, A, u):=\frac{1}{2} \operatorname{tr}\left\{\sigma(t, x, u)^{\top} A \sigma(t, x, u)\right\}  \tag{9}\\
& \quad+\langle p, b(t, x, u)\rangle+f\left(t, x, r, \sigma(t, x, u)^{\top} p, u\right)
\end{align*}
$$

The following result belongs to Peng [12].
Proposition 2.1 Let (H1), (H2) hold. Then for any $t \in[0, T]$ and $x, x^{\prime} \in \mathbf{R}^{n}$, we have

$$
\begin{align*}
& \text { (i) }\left|V(t, x)-V\left(t, x^{\prime}\right)\right| \leq C\left|x-x^{\prime}\right|, \\
& \text { (ii) }|V(t, x)| \leq C(1+|x|) \text {. } \tag{10}
\end{align*}
$$

We introduce the definition of the viscosity solution for HJB equation (8).
Definition 2.1 (i) A function $v \in C\left([0, T] \times \mathbb{R}^{n}\right)$ is called a viscosity subsolution to (8) if

$$
v(T, x) \leq-\phi(x), \quad \forall x \in \mathbb{R}^{n}
$$

and for any $\varphi \in C^{1,2}\left([0, T] \times \mathbb{R}^{n}\right)$, whenever $v-\varphi$ attains a local maximum at $(t, x) \in[0, T) \times \mathbb{R}^{n}$, we have
$-\varphi_{t}(t, x)+\sup _{u \in \mathbf{U}} G\left(t, x,-v(t, x),-\varphi_{x}(t, x),-\varphi_{x x}(t, x), u\right) \leq 0$.
(ii) A function $v \in C\left([0, T] \times \mathbb{R}^{n}\right)$ is called a viscosity supersolution to (8) if

$$
v(T, x) \geq-\phi(x), \quad \forall x \in \mathbb{R}^{n}
$$

and for any $\varphi \in C^{1,2}\left([0, T] \times \mathbb{R}^{n}\right)$, whenever $v-\varphi$ attains a local minimum at $(t, x) \in[0, T) \times \mathbb{R}^{n}$, we have
$-\varphi_{t}(t, x)+\sup _{u \in \mathbf{U}} G\left(t, x,-v(t, x),-\varphi_{x}(t, x),-\varphi_{x x}(t, x), u\right) \geq 0$.
(iii) A function $v \in C\left([0, T] \times \mathbb{R}^{n}\right)$ is called a viscosity solution to (8) if it is both a viscosity subsolution and viscosity supersolution to (8).

The following result also belongs to Peng [12].
Proposition 2.2 Let (H1), (H2) hold. Then $V(\cdot, \cdot)$ defined by (7) is the unique viscosity solution to (8).

To conveniently state the maximum principle, we regard the above (4), (5) as a controlled forward-backward stochastic differential equation (FBSDE):

$$
\left\{\begin{align*}
d X^{t, x ; u}(s)= & b\left(s, X^{t, x ; u}(s), u(s)\right) d s  \tag{11}\\
& +\sigma\left(s, X^{t, x ; u}(s), u(s)\right) d W(s), \\
-d Y^{t, x ; u}(s)= & f\left(s, X^{t, x ; u}(s), Y^{t, x ; u}(s), Z^{t, x ; u}(s), u(s)\right) d s \\
& -Z^{t, x ; u}(s) d W(s), s \in[t, T] \\
X^{t, x ; u}(t)= & x, Y^{t, x ; u}(T)=\phi\left(X^{t, x ; u}(T)\right) .
\end{align*}\right.
$$

We need the following assumption.
(H3) $b, \sigma, \phi, f$ are continuously differentiable in $(x, y, z)$ and the partial derivatives are uniformly bounded.

Let $\left(\bar{X}^{t, x ; \bar{u}}(\cdot), \bar{Y}^{t, x ; \bar{u}}(\cdot), \bar{Z}^{t, x ; \bar{u}}(\cdot), \bar{u}(\cdot)\right)$ be an optimal quadruple. For all $s \in[0, T]$, we denote

$$
\begin{aligned}
& \bar{b}(s):=b\left(s, \bar{X}^{t, x ; \bar{u}}(s), \bar{u}(s)\right), \bar{\sigma}(s):=b\left(s, \bar{X}^{t, x ; \bar{u}}(s), \bar{u}(s)\right), \\
& \bar{f}(s):=f\left(s, \bar{X}^{t, x ; \bar{u}}(s), \bar{Y}^{t, x ; \bar{u}}(s), \bar{Z}^{t, x ; \bar{u}}(s), \bar{u}(s)\right),
\end{aligned}
$$

and similar notations are used for all their derivatives.
We introduce the adjoint equation:

$$
\left\{\begin{align*}
-d p(s)= & {\left[\bar{b}_{x}(s)^{\top} p(s)-\bar{f}_{x}(s)^{\top} q(s)+\bar{\sigma}_{x}(s) k(s)\right] d s }  \tag{12}\\
& -k(s) d W(s) \\
d q(s)= & \bar{f}_{y}(s)^{\top} q(s) d s+\bar{f}_{z}(s)^{\top} q(s) d W(s), s \in[t, T] \\
p(T)= & -\phi_{x}\left(\bar{X}^{t, x ; \bar{u}}(T)\right)^{\top} q(T), \quad q(t)=1,
\end{align*}\right.
$$

and the Hamiltonian function $H:[0, T] \times \mathbf{R}^{n} \times \mathbf{R} \times \mathbf{R}^{d} \times \mathbf{U} \times$ $\mathbf{R}^{n} \times \mathbf{R} \times \mathbf{R}^{n \times d} \rightarrow \mathbf{R}$ is defined as

$$
\begin{align*}
& H(t, x, y, z, u, p, q, k):=\langle p, b(t, x, u)\rangle \\
& -\langle q, f(t, x, y, z, u)\rangle+\operatorname{tr}\left[\sigma(t, x, u)^{\top} k\right] . \tag{13}
\end{align*}
$$

Under (H1), (H2), (H3), 12 admits a unique solution $(p(\cdot), q(\cdot), k(\cdot))$, which is called the adjoint process triple.

The following result comes from Peng [11].
Proposition 2.3 Let (H1), (H2), (H3) hold and $(t, x) \in[0, T) \times$ $\mathbf{R}^{n}$ be fixed. Suppose that $\bar{u}(\cdot)$ is an optimal control for Problem (RSOCP), and $\left(\bar{X}^{t, x ; \bar{u}}(\cdot), \bar{Y}^{t, x ; \bar{u}}(\cdot), \bar{Z}^{t, x ; \bar{u}}(\cdot)\right)$ is the corresponding optimal state. Let $(p(\cdot), q(\cdot), k(\cdot))$ be the adjoint process triple. Then

$$
\begin{align*}
& \left\langleH _ { u } \left( s, \bar{X}^{t, x ; \bar{u}}(s), \bar{Y}^{t, x ; \bar{u}}(s), \bar{Z}^{t, x ; \bar{u}}(s), \bar{u}(s)\right.\right. \\
& \quad p(s), q(s), k(s)), u-\bar{u}(s)\rangle \geq 0, \forall u \in \mathbf{U} \tag{14}
\end{align*}
$$

a.e. $s \in[t, T], \mathbf{P}-a . s$.

Remark 2.2 Notice that Proposition 2.3 is proved by Peng [11] in its strong formulation. However, as pointed out in Yong and Zhou [18], since the DPP is involved, we need to deal with Problem (RSOCP) in its weak formulation. Since only necessary conditions
of optimality are considered here, an optimal quadruple (no matter whether in the strong or weak formulation) is given as a starting point, and all the results are valid for this given optimal quadruple on the probability space it attached to.

## III. Main Result

We first introduce the notion of the first-order super- and sub-jets. For $v \in C\left([0, T] \times \mathbb{R}^{n}\right)$, and $(t, \hat{x}) \in[0, T] \times \mathbb{R}^{n}$, we define

$$
\left\{\begin{align*}
D_{x}^{1,+} v(t, \hat{x}):= & \left\{p \in \mathbf{R}^{n} \mid v(t, x) \leq v(t, \hat{x})+\langle p, x-\hat{x}\rangle\right.  \tag{15}\\
& +o(|x-\hat{x}|), \text { as } x \rightarrow \hat{x}\}, \\
D_{x}^{1,-} v(t, \hat{x}):= & \left\{p \in \mathbf{R}^{n} \mid v(t, x) \geq v(t, \hat{x})+\langle p, x-\hat{x}\rangle\right. \\
& +o(|x-\hat{x}|), \text { as } x \rightarrow \hat{x}\},
\end{align*}\right.
$$

Theorem 3.1 Let (H1), (H2), (H3) hold and $(t, x) \in[0, T) \times \mathbf{R}^{n}$ be fixed. Suppose that $\bar{u}(\cdot)$ is an optimal control for Problem (RSOCP), and $\left(\bar{X}^{t, x ; \bar{u}}(\cdot), \bar{Y}^{t, x ; \bar{u}}(\cdot), \bar{Z}^{t, x ; \bar{u}}(\cdot)\right)$ is the corresponding optimal state. Let $(p(\cdot), q(\cdot), k(\cdot))$ be the adjoint process triple. Then

$$
\begin{align*}
& D_{x}^{1,-} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right) \subset\left\{p(s) q^{-1}(s)\right\} \\
& \subset D_{x}^{1,+} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right), \forall s \in[t, T], \mathbf{P}-a . s . \tag{16}
\end{align*}
$$

where $V(\cdot, \cdot)$ is the value function defined by (7).
Proof. Fix an $s \in[t, T]$. For any $x^{1} \in \mathbf{R}^{n}$, denote by $\left(X^{s, x^{1} ; \bar{u}}(\cdot), Y^{s, x^{1} ; \bar{u}}(\cdot), Z^{s, x^{1} ; \bar{u}}(\cdot)\right)$ the solution to the following FBSDE on $[s, T]$ :

$$
\left\{\begin{align*}
X^{s, x^{1} ; u}(r)= & x^{1}+\int_{s}^{r} b\left(\alpha, X^{s, x^{1} ; u}(\alpha), u(\alpha)\right) d \alpha  \tag{17}\\
& +\int_{s}^{r} \sigma\left(\alpha, X^{s, x^{1} ; u}(\alpha), u(\alpha)\right) d W(\alpha) \\
Y^{s, x^{1} ; u}(r)= & \phi\left(X^{s, x^{1} ; u}(T)\right)+\int_{r}^{T} f\left(\alpha, X^{s, x^{1} ; u}(\alpha)\right. \\
& \left.\left.Y^{s, x^{1} ; u} \alpha\right), Z^{s, x^{1} ; u}(\alpha), u(\alpha)\right) d \alpha \\
& -\int_{r}^{T} Z^{s, x^{1} ; u}(\alpha) d W(\alpha), r \in[s, T]
\end{align*}\right.
$$

It is clear that 17 can be regarded as an FBSDE on $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{r}^{t}\right\}_{r \geq t}, \mathbf{P}\left(\cdot \mid \mathcal{F}_{s}^{t}\right)(\omega)\right)$ for $\mathbf{P}$-a.s. $\omega$, where $\mathbf{P}\left(\cdot \mid \mathcal{F}_{s}^{t}\right)(\omega)$ is the regular conditional probability given $\mathcal{F}_{s}^{t}$ defined on $(\Omega, \mathcal{F})$.

For any $s \leq r \leq T$, set

$$
\begin{aligned}
& \hat{X}(r):=X^{s, x^{1} ; \bar{u}}(r)-\bar{X}^{t, x ; \bar{u}}(r), \\
& \hat{Y}(r):=Y^{s, x^{1} ; \bar{u}}(r)-\bar{Y}^{t, x ; \bar{u}}(r), \\
& \hat{Z}(r):=Z^{s, x^{1} ; \bar{u}}(r)-\bar{Z}^{t, x ; \bar{u}}(r) .
\end{aligned}
$$

Thus by a standard argument (see Theorem 6.3, Chapter 1, Yong and Zhou [18]), we have for any integer $k \geq 1$,

$$
\begin{equation*}
\mathbb{E}\left[\sup _{s \leq r \leq T}|\hat{X}(r)|^{2 k} \mid \mathcal{F}_{s}^{t}\right] \leq C\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{2 k}, \mathbf{P} \text {-a.s. } \tag{18}
\end{equation*}
$$

Moreover, the following estimates holds by Peng [12],

$$
\begin{align*}
& \mathbb{E}\left[\sup _{s \leq r \leq T}|\hat{Y}(r)|^{2 k} \mid \mathcal{F}_{s}^{t}\right] \leq C\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{2 k}, \mathbf{P} \text {-a.s. }, \\
& \mathbb{E}\left[\left(\int_{s}^{T}|\hat{Z}(r)|^{2} d r\right)^{k} \mid \mathcal{F}_{s}^{t}\right] \leq C\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{2 k}, \mathbf{P} \text {-a.s. } \tag{19}
\end{align*}
$$

Now we write the equation for $\hat{X}(\cdot)$ as

$$
\left\{\begin{align*}
d \hat{X}(r)= & \left\{\bar{b}_{x}(r) \hat{X}(r)+\varepsilon_{1}(r)\right\} d r  \tag{20}\\
& +\sum_{j=1}^{d}\left\{\bar{\sigma}_{x}^{j}(r) \hat{X}(r)+\varepsilon_{2}^{j}(r)\right\} d W^{j}(r), r \in[s, T] \\
\hat{X}(s)= & x^{1}-\bar{X}^{t, x ; \bar{u}}(s)
\end{align*}\right.
$$

and the equation for $(\hat{Y}(\cdot), \hat{Z}(\cdot))$ as

$$
\left\{\begin{align*}
-d \hat{Y}(r)= & \left\{\bar{f}_{x}(r) \hat{X}(r)+\bar{f}_{y}(r) \hat{Y}(r)+\bar{f}_{z}(r) \hat{Z}(r)\right.  \tag{21}\\
& \left.+\varepsilon_{3}(r)\right\} d r-\hat{Z}(r) d W(r), r \in[s, T], \\
\hat{Y}(T)= & \phi_{x}\left(\bar{X}^{t, x ; \bar{u}}(T)\right) \hat{X}(T)+\varepsilon_{4}(T),
\end{align*}\right.
$$

respectively, where

$$
\left\{\begin{aligned}
\varepsilon_{1}(r):= & \int_{0}^{1}\left[b_{x}\left(r, \bar{X}^{t, x ; \bar{u}}(r)+\theta \hat{X}(r), \bar{u}(r)\right)\right. \\
& \left.-\bar{b}_{x}(r)\right] \hat{X}(r) d \theta, \\
\varepsilon_{2}^{j}(r):= & \int_{0}^{1}\left[\sigma_{x}^{j}\left(r, \bar{X}^{t, x ; \bar{u}}(r)+\theta \hat{X}(r), \bar{u}(r)\right)\right. \\
& \left.-\bar{\sigma}_{x}^{j}(r)\right] \hat{X}(r) d \theta, j=1,2, \cdots, d, \\
\varepsilon_{3}(r):= & \int_{0}^{1}\left[f _ { x } \left(r, \bar{X}^{t, x ; \bar{u}}(r)+\theta \hat{X}(r), \bar{Y}^{t, x ; \bar{u}}(r)+\theta \hat{Y}(r),\right.\right. \\
& \left.\left.\bar{Z}^{t, x ; \bar{u}}(r)+\theta \hat{Z}(r), \bar{u}(r)\right)-\bar{f}_{x}(r)\right] \hat{X}(r) d \theta \\
& +\int_{0}^{1}\left[f _ { y } \left(r, \bar{X}^{t, x ; \bar{u}}(r)+\theta \hat{X}(r), \bar{Y}^{t, x ; \bar{u}}(r)+\theta \hat{Y}(r),\right.\right. \\
& \left.\left.\bar{Z}^{t, x ; \bar{u}}(r)+\theta \hat{Z}(r), \bar{u}(r)\right)-\bar{f}_{y}(r)\right] \hat{Y}(r) d \theta \\
& +\int_{0}^{1}\left[f _ { z } \left(r, \bar{X}^{t, x ; \bar{u}}(r)+\theta \hat{X}(r), \bar{Y}^{t, x ; \bar{u}}(r)+\theta \hat{Y}(r),\right.\right. \\
& \left.\left.\bar{Z}^{t, x ; \bar{u}}(r)+\theta \hat{Z}(r), \bar{u}(r)\right)-\bar{f}_{z}(r)\right] \hat{Z}(r) d \theta, \\
\varepsilon_{4}(T):= & \int_{0}^{1}\left[\phi_{x}\left(\bar{X}^{t, x ; \bar{u}}(T)+\theta \hat{X}(T)\right)\right. \\
& \left.-\phi_{x}\left(\bar{X}^{t, x ; \bar{u}}(T)\right)\right] \hat{X}(T) d \theta .
\end{aligned}\right.
$$

As in pp. 258, Section 4, Chapter 5 of Yong and Zhou [18], for any $k \geq 1$, there exists a deterministic continuous and increasing function $\delta:[0, \infty) \rightarrow[0, \infty)$, independent of $x^{1} \in \mathbf{R}^{n}$, with $\frac{\delta(r)}{r} \rightarrow 0$ as $r \rightarrow 0$, such that

$$
\left\{\begin{array}{l}
\mathbb{E}\left[\int_{s}^{T}\left|\varepsilon_{1}(r)\right|^{2 k} d r \mid \mathcal{F}_{s}^{t}\right] \leq \delta\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{2 k}\right), \text { P-a.s. }  \tag{22}\\
\mathbb{E}\left[\int_{s}^{T}\left|\varepsilon_{2}(r)\right|^{2 k} d r \mid \mathcal{F}_{s}^{t}\right] \leq \delta\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{2 k}\right), \text { P-a.s. } \\
\mathbb{E}\left[\left|\varepsilon_{4}(T)\right|^{2 k} \mid \mathcal{F}_{s}^{t}\right] \leq \delta\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{2 k}\right), \text { P-a.s. }
\end{array}\right.
$$

Moreover, for some $0<\alpha<1$, we have

$$
\begin{equation*}
\mathbb{E}\left[\int_{s}^{T}\left|\varepsilon_{3}(r)\right|^{1+\alpha} d r \mid \mathcal{F}_{s}^{t}\right] \leq \delta\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{1+\alpha}\right), \text { P-a.s. } \tag{23}
\end{equation*}
$$

In fact, denote

$$
\left\{\begin{array}{c}
\Delta f_{x}(\theta):=f_{x}\left(r, \bar{X}^{t, x ; \bar{u}}(r)+\theta \hat{X}(r), \bar{Y}^{t, x ; \bar{u}}(r)+\theta \hat{Y}(r),\right. \\
\left.\bar{Z}^{t, x ; \bar{u}}(r)+\theta \hat{Z}(r), \bar{u}(r)\right)-\bar{f}_{x}(r), \\
\Delta f_{y}(\theta):=f_{y}\left(r, \bar{X}^{t, x ; \bar{u}}(r)+\theta \hat{X}(r), \bar{Y}^{t, x ; \bar{u}}(r)+\theta \hat{Y}(r),\right. \\
\left.\bar{Z}^{t, x ; \bar{u}}(r)+\theta \hat{Z}(r), \bar{u}(r)\right)-\bar{f}_{y}(r) \\
\Delta f_{z}(\theta):=f_{z}\left(r, \bar{X}^{t, x ; \bar{u}}(r)+\theta \hat{X}(r), \bar{Y}^{t, x ; \bar{u}}(r)+\theta \hat{Y}(r),\right. \\
\left.\bar{Z}^{t, x ; \bar{u}}(r)+\theta \hat{Z}(r), \bar{u}(r)\right)-\bar{f}_{z}(r) .
\end{array}\right.
$$

Then

$$
\begin{aligned}
& \mathbb{E} {\left[\int_{s}^{T}\left|\varepsilon_{3}(r)\right|^{1+\alpha} d r \mid \mathcal{F}_{s}^{t}\right] } \\
& \leq 3 \mathbb{E}\left[\int_{s}^{T}\left|\int_{0}^{1} \Delta f_{x}(\theta) d \theta\right|^{1+\alpha}|\hat{X}(r)|^{1+\alpha} d r \mid \mathcal{F}_{s}^{t}\right] \\
&+3 \mathbb{E}\left[\int_{s}^{T}\left|\int_{0}^{1} \Delta f_{y}(\theta) d \theta\right|^{1+\alpha}|\hat{Y}(r)|^{1+\alpha} d r \mid \mathcal{F}_{s}^{t}\right] \\
&+3 \mathbb{E}\left[\int_{s}^{T}\left|\int_{0}^{1} \Delta f_{z}(\theta) d \theta\right|^{1+\alpha}|\hat{Z}(r)|^{1+\alpha} d r \mid \mathcal{F}_{s}^{t}\right] \\
&:=3 I_{1}+3 I_{2}+3 I_{3} .
\end{aligned}
$$

We consider $I_{3}$ only. In fact, by Hölder's inequality, for $p=$ $\frac{2}{1-\alpha}, q=\frac{2}{1+\alpha}$, we have

$$
\begin{aligned}
I_{3}= & \mathbb{E}\left[\int_{s}^{T}\left|\int_{0}^{1} \Delta f_{z}(\theta) d \theta\right|^{1+\alpha}|\hat{Z}(r)|^{1+\alpha} d r \mid \mathcal{F}_{s}^{t}\right] \\
\leq & \mathbb{E}\left[\left(\int_{s}^{T}\left|\int_{0}^{1} \Delta f_{z}(\theta) d \theta\right|^{(1+\alpha) p} d r\right)^{\frac{1}{p}}\right. \\
& \left.\left.\left(\int_{s}^{T}|\hat{Z}(r)|^{2} d r\right)^{\frac{1+\alpha}{2}} \right\rvert\, \mathcal{F}_{s}^{t}\right] \\
\leq & \left\{\mathbb{E}\left[\left.\left(\int_{s}^{T}\left|\int_{0}^{1} \Delta f_{z}(\theta) d \theta\right|^{(1+\alpha) p} d r\right)^{\frac{2}{p}} \right\rvert\, \mathcal{F}_{s}^{t}\right]\right\}^{\frac{1}{2}} \\
& \left\{\mathbb{E}\left[\left(\int_{s}^{T}|\hat{Z}(r)|^{2} d r\right)^{1+\alpha} \mid \mathcal{F}_{s}^{t}\right]\right\}^{\frac{1}{2}} \\
:= & \Pi(\hat{X}(s))\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{1+\alpha},
\end{aligned}
$$

since by the second inequality of (19), we have

$$
\mathbb{E}\left[\left(\int_{s}^{T}|\hat{Z}(r)|^{2} d r\right)^{1+\alpha} \mid \mathcal{F}_{s}^{t}\right] \leq C\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|^{2(1+\alpha)}
$$

where

$$
\Pi(\hat{X}(s)):=C\left\{\mathbb{E}\left[\left.\left(\int_{s}^{T}\left|\int_{0}^{1} \Delta f_{z}(\theta) d \theta\right|^{(1+\alpha) p} d r\right)^{\frac{2}{p}} \right\rvert\, \mathcal{F}_{s}^{t}\right]\right\}^{\frac{1}{2}}
$$

Since from (H3) we have that $\Delta f_{z}(\cdot)$ is bounded and $f_{z}$ is continuous, then from dominate convergence theorem, we have $\Pi(\hat{X}(s)) \rightarrow 0$, as $x^{1}-\bar{X}^{t, x ; \bar{u}}(s) \rightarrow 0$. That is, $I_{3} \leq \delta\left(\mid x^{1}-\right.$ $\left.\left.\bar{X}^{t, x ; u}(s)\right|^{1+\alpha}\right)$.

Similarly, by (18) and the first inequality of (19), we can obtain the same estimates for $I_{1}, I_{2}$. Thus (23) holds.

Applying Itô's formula to $\langle\hat{X}(\cdot), p(\cdot)\rangle+\hat{Y}(\cdot) q(\cdot)$, noting (12), (20) and (21), we have

$$
\begin{align*}
& \hat{Y}(s) q(s)=-\langle\hat{X}(s), p(s)\rangle+\mathbb{E}\left[\varepsilon_{4}(T) q(T) \mid \mathcal{F}_{s}^{t}\right] \\
& -\mathbb{E}\left[\int_{s}^{T}\left\langle\varepsilon_{1}(r), p(r)\right\rangle d r \mid \mathcal{F}_{s}^{t}\right]-\mathbb{E}\left[\int_{s}^{T}\left\langle\varepsilon_{2}(r), k(r)\right\rangle d r \mid \mathcal{F}_{s}^{t}\right] \\
& -\mathbb{E}\left[\int_{s}^{T} \varepsilon_{3}(r) q(r) d r \mid \mathcal{F}_{s}^{t}\right], \quad \text { P-a.s. } \tag{24}
\end{align*}
$$

Noting (22) and 23], since $\mathbb{E}\left[\sup _{s<r<T}|p(r)|^{2 k} \mid \mathcal{F}_{s}^{t}\right] \quad<$ $\infty, \mathbb{E}\left[\sup _{s \leq r \leq T}|q(r)|^{2 k} \mid \mathcal{F}_{s}^{t}\right]<\infty, \mathbb{E}\left[\int_{s}^{T}|k(r)|^{2} d r \mid \mathcal{F}_{s}^{t}\right]<\infty$, it follows that

$$
\begin{aligned}
& \mathbb{E}\left[\varepsilon_{4}(T) q(T) \mid \mathcal{F}_{s}^{t}\right] \leq\left(\mathbb{E}\left[\left|\varepsilon_{4}(T)\right|^{2} \mid \mathcal{F}_{s}^{t}\right]\right)^{\frac{1}{2}}\left(\mathbb{E}\left[|q(T)|^{2} \mid \mathcal{F}_{s}^{t}\right]\right)^{\frac{1}{2}} \\
& \leq o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|\right),
\end{aligned}
$$

$$
\begin{aligned}
& \mathbb{E}\left[\int_{s}^{T}\left\langle\varepsilon_{1}(r), p(r)\right\rangle d r \mid \mathcal{F}_{s}^{t}\right] \leq \mathbb{E}\left[\sup _{s \leq r \leq T} p(r) \int_{s}^{T} \varepsilon_{1}(r) d r \mid \mathcal{F}_{s}^{t}\right] \\
& \leq\left(\mathbb{E}\left[\sup _{s \leq r \leq T}|p(r)|^{2} \mid \mathcal{F}_{s}^{t}\right]\right)^{\frac{1}{2}}\left(\mathbb{E}\left[\left(\int_{s}^{T} \varepsilon_{1}(r) d r\right)^{2} \mid \mathcal{F}_{s}^{t}\right]\right)^{\frac{1}{2}} \\
& \leq o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|\right) \\
& \mathbb{E}\left[\int_{s}^{T}\left\langle\varepsilon_{3}(r), k(r)\right\rangle d r \mid \mathcal{F}_{s}^{t}\right] \\
& \leq\left(\mathbb{E}\left[\left(\int_{s}^{T} k(r) d r\right)^{2} \mid \mathcal{F}_{s}^{t}\right]\right)^{\frac{1}{2}}\left(\mathbb{E}\left[\left(\int_{s}^{T} \varepsilon_{3}(r) d r\right)^{2} \mid \mathcal{F}_{s}^{t}\right]\right)^{\frac{1}{2}} \\
& \leq o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{E}\left[\int_{s}^{T} \varepsilon_{3}(r) q(r) d r \mid \mathcal{F}_{s}^{t}\right] \leq \mathbb{E}\left[\sup _{s \leq r \leq T} q(r) \int_{s}^{T} \varepsilon_{3}(r) d r \mid \mathcal{F}_{s}^{t}\right] \\
& \leq\left(\mathbb{E}\left[\sup _{s \leq r \leq T}|q(r)|^{q} \mid \mathcal{F}_{s}^{t}\right]\right)^{\frac{1}{q}}\left(\mathbb{E}\left[\left(\int_{s}^{T} \varepsilon_{3}(r) d r\right)^{1+\alpha} \mid \mathcal{F}_{s}^{t}\right]\right)^{\frac{1}{1+\alpha}} \\
& \leq o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|\right)
\end{aligned}
$$

where $q=\frac{1+\alpha}{\alpha}$. Thus, we have

$$
\begin{equation*}
\hat{Y}(s) q(s)=-\langle\hat{X}(s), p(s)\rangle+o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|\right), \mathbf{P}-\text { a.s. } \tag{25}
\end{equation*}
$$

Since $q(\cdot)$ is invertible, then

$$
\begin{equation*}
\hat{Y}(s)=-\left\langle\hat{X}(s), p(s) q^{-1}(s)\right\rangle+o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|\right), \mathbf{P}-a . s \tag{26}
\end{equation*}
$$

Let us call a $x^{1} \in \mathbf{R}^{n}$ rational if all its coordinates are rational numbers. Since the set of all rational $x^{1} \in \mathbf{R}^{n}$ is countable, we may find a subset $\Omega_{0} \subseteq \Omega$ with $\mathbf{P}\left(\Omega_{0}\right)=1$ such that for any $\omega_{0} \in \Omega_{0}$,

$$
\left\{\begin{array}{l}
V\left(s, \bar{X}^{t, x ; \bar{u}}\left(s, \omega_{0}\right)\right)=-\bar{Y}^{t, x ; \bar{u}}\left(s, \omega_{0}\right), \\
(\overline{18)},(\overline{19}),(\sqrt{22}),(\sqrt{23}),(\sqrt{24}),(\sqrt{26}) \text { are satisfied for any } \\
\text { rational } x^{1}, \text { and }\left(\Omega, \mathcal{F}, \mathbf{P}\left(\cdot \mid \mathcal{F}_{s}^{t}\right)\left(\omega_{0}\right), W(\cdot)-W(s) ;\right. \\
\left.u(\cdot))\left.\right|_{[s, T]}\right) \in \mathcal{U}^{w}[s, T] .
\end{array}\right.
$$

The first equality of the above is due to the DPP (see Theorem 5.4 of Peng [12]). Let $\omega_{0} \in \Omega_{0}$ be fixed, then for any rational $x^{1} \in \mathbf{R}^{n}$, noting (26), we have

$$
\begin{align*}
& V\left(s, x^{1}\right)-V\left(s, \bar{X}^{t, x ; \bar{u}}\left(s, \omega_{0}\right)\right) \\
\leq & -Y^{s, x^{1} ; \bar{u}}\left(s, \omega_{0}\right)+\bar{Y}^{t, x ; \bar{u}}\left(s, \omega_{0}\right):=-\hat{Y}\left(s, \omega_{0}\right) \\
= & \left\langle\hat{X}\left(s, \omega_{0}\right), p\left(s, \omega_{0}\right) q^{-1}\left(s, \omega_{0}\right)\right\rangle+o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}\left(s, \omega_{0}\right)\right|\right) \\
= & \left\langle p\left(s, \omega_{0}\right) q^{-1}\left(s, \omega_{0}\right), X^{s, x^{1} ; \bar{u}}(s)-\bar{X}^{t, x ; \bar{u}}\left(s, \omega_{0}\right)\right\rangle \\
& +o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}\left(s, \omega_{0}\right)\right|\right) . \tag{27}
\end{align*}
$$

Note that the term $o\left(\left|x^{1}-\bar{X}^{t, x ; \bar{u}}\left(s, \omega_{0}\right)\right|\right)$ in the above depends only on the size of $\left|x^{1}-\bar{X}^{t, x ; \bar{u}}\left(s, \omega_{0}\right)\right|$, and it is independent of $x^{1}$. Therefore, by the continuity of $V(s, \cdot)$, we see that (27) holds for all $x^{1} \in \mathbf{R}^{n}$, which by definition (15) proves

$$
\left\{p(s) q^{-1}(s)\right\} \in D_{x}^{1,+} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right), \forall s \in[t, T], \mathbf{P} \text {-a.s. }
$$

Let us now show $D_{x}^{1,-} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right) \subset\left\{p(s) q^{-1}(s)\right\}$. Fix an $\omega \in \Omega$ such that (27) holds for any $x^{1} \in \mathbf{R}^{n}$. For any $\xi \in D_{x}^{1,-} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right)$, by definition (15) we have

$$
\begin{aligned}
0 \leq & \lim _{x^{1} \rightarrow \bar{X}^{t, x ; u}(s)}
\end{aligned}\left\{\begin{aligned}
& \frac{V\left(s, x^{1}\right)-V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right)}{\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|} \\
& \left.-\frac{\left\langle\xi, x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right\rangle}{\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|}\right\} \\
\leq & \lim _{x^{1} \rightarrow \bar{X}^{t, x ; \bar{u}}(s)} \frac{\left\langle p(s) q^{-1}(s)-\xi, x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right\rangle}{\left|x^{1}-\bar{X}^{t, x ; \bar{u}}(s)\right|} .
\end{aligned}\right.
$$

Then, it is necessary that

$$
\xi=p(s) q^{-1}(s), \quad \forall s \in[t, T], \quad \mathbf{P} \text {-a.s. }
$$

Thus, (16) holds. The proof is complete.
Remark 3.1 Note that if $V$ is differentiable with respect to $x$, then (16) reduces to

$$
\begin{equation*}
p(s) q^{-1}(s)=V_{x}\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right), \forall s \in[t, T], \mathbf{P}-a . s ., \tag{28}
\end{equation*}
$$

which coincides with the first relation in (3) of Shi [13]. We point out that Theorem 3.1 is a true extension, by which we mean that it is possible to have strict set inclusions in (16). The following example gives such a situation.
Example 3.1 Consider the following controlled SDE ( $n=d=$ 1):

$$
\left\{\begin{align*}
d X^{t, x ; u}(s)= & X^{t, x ; u}(s) u(s) d s  \tag{29}\\
& +X^{t, x ; u}(s) d W(s), \quad s \in[t, T] \\
X^{t, x ; u}(t)= & 0
\end{align*}\right.
$$

with the control domain being $\mathbf{U}=[0,1]$. The cost functional is defined as

$$
\begin{equation*}
J(t, x ; u(\cdot)):=-\left.Y^{t, x ; u}(s)\right|_{s=t}, \quad(t, x) \in[0, T] \times \mathbf{R}^{n} \tag{30}
\end{equation*}
$$

with

$$
\left\{\begin{align*}
-d Y^{t, x ; u}(s)= & {\left[X^{t, x ; u}(s)-Y^{t, x ; u}(s)\right] d s }  \tag{31}\\
& -Z^{t, x ; u}(s) d W(s), s \in[t, T] \\
Y^{t, x ; u}(T)= & X^{t, x ; u}(T)
\end{align*}\right.
$$

The corresponding generalized HJB equation reads

$$
\left\{\begin{array}{l}
-v_{t}(t, x)-\frac{1}{2} x^{2} v_{x x}(t, x)+x+v(t, x)  \tag{32}\\
+\sup _{u \in \mathbf{U}}\left\{-v_{x}(t, x) x u\right\}=0,(t, x) \in[0, T) \times \mathbf{R}^{n} \\
v(T, x)=-x, \quad \forall x \in \mathbf{R}^{n}
\end{array}\right.
$$

It is not difficult to directly verify that the following function is a viscosity solution to (32):

$$
V(t, x)= \begin{cases}-x, & \text { if } x \leq 0  \tag{33}\\ -x(T-t)-x, & \text { if } x>0\end{cases}
$$

which obviously satisfies (10). Thus, by the uniqueness of the viscosity solution, $V$ coincides with the value function of our problem. Moreover, the adjoint equation writes

$$
\left\{\begin{align*}
-d p(s) & =[\bar{u}(s) p(s)-q(s)+k(s)] d s-k(s) d W(s)  \tag{34}\\
d q(s) & =-q(s) d s, \quad s \in[t, T] \\
p(T) & =-q(T), \quad q(t)=1
\end{align*}\right.
$$

Let us consider an admissible control $\bar{u}(\cdot) \equiv 0$ for initial state $x=0$. The corresponding state under $\bar{u}(\cdot)$ is easily seen to be $\bar{X}^{t, x ; \bar{u}}(\cdot) \equiv 0$. By the stochastic verification theorem (see Theorem 9 in [19]), one can check that ( $\left.\bar{X}^{t, x ; \bar{u}}(\cdot), \bar{u}(\cdot)\right)$ is really optimal. Now let us compare our main result Theorem 3.1 with the one of Shi [13]. In fact, by applying the results of [13], especially (28), we obtain nothing, since $V_{x}(t, x)$ does not exist along the whole state $\bar{X}^{t, x ; \bar{u}}(s), s \in[t, T]$. However, we have

$$
\begin{align*}
& D_{x}^{1,-} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right)=\emptyset  \tag{35}\\
& D_{x}^{1,+} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right)=[-(T-s)-1,-1]
\end{align*}
$$

and the adjoint process triple is $(p(s), q(s), k(s))=$ $\left(-e^{t-s}, e^{t-s}, 0\right), s \in[t, T]$. Thus the relation (16) holds, which shows that our Theorem 3.1 works.

## IV. Concluding Remarks

In this paper, we have established a nonsmooth version of the connection between the maximum principle and dynamic programming principle, for the stochastic recursive control problem when the control domain is convex. By employing the viscosity solution, the connection is now interpreted as a set inclusion among sub-jet $D_{x}^{1,-} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right)$, super-jet $D_{x}^{1,+} V\left(s, \bar{X}^{t, x ; \bar{u}}(s)\right)$ and singleton $\left\{p(s) q^{-1}(s)\right\}$. This new result has extended the classical one of Shi [13], by eliminating the smoothness assumption on the value function.

This paper is the first part of our recent results on the relationship between maximum principle and dynamic programming principle under the framework of viscosity solutions, for the stochastic recursive optimal control problem. The main result in this paper (Theorem 3.1) is in local form. In the second part, we will deal with its global form, that is, the control domain is not necessarily convex. However, it looks like a difficult problem since the integrablity/regularity property of $z$ (the martingale part of the BSDE, which appears in the diffusion coefficient of the forward equation), seems to be not enough in the case when a second-order expression is necessary. In forthcoming research, we will try to overcome this difficulty by using new first- and second-order adjoint equations to deal with the global case.
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