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ABSTRACT Contrast distortion is a common distortion type in the image applications. However, there are
still very limited approaches proposed for quantifying the quality of the contrast-distorted images reliably.
In this paper, we devise a novel no-reference/blind quality assessment method for those contrast-distorted
images. In the proposed method, we characterize the image quality by deeply investigating multiple contrast
distortion-relevant properties of the image, i.e., spatial characteristics, image histogram, visual perception
characteristics and chrominance, which can describe the image quality more comprehensively and precisely.
Accordingly, a series of quality-aware features are developed to characterize the contrast-distorted image
quality properly. Support vector regression (SVR) is then employed to integrate all the extracted features
and infer the image quality score. Extensive experiments conducted on the standard contrast-distorted image
databases/datasets demonstrate that the proposed method achieves superior prediction performance to the
state-of-the-art NR quality assessment models on evaluating the contrast-distorted image quality.

INDEX TERMS Image quality assessment, no-reference/blind, contrast distortion, free-energy theory,
natural scene statistics (NSS).

I. INTRODUCTION
Image quality assessment (IQA) is a fundamental issue in the
image processing field. Since the image is usually consumed
by humans, subjective quality assessment by humans always
represents the most reliably way [1]. But subjective assess-
ment manner suffers from obvious drawbacks. It’s always
cumbersome, time-consuming and can’t be applied in those
applications with high real-time requirement. By contrast,
objective IQA that resorts to mathematical models is more
appropriate for quality evaluation and has aroused wide atten-
tion in these years. Generally, according to the requirement
for the original image, existing objective IQA methods can
be classified into three categories, i.e., full-reference (FR)
IQA, reduced-reference (RR) IQA and no-reference (NR)/
blind IQA. FR IQA methods compute the image quality
under the condition that the original image is fully accessi-
ble [2], [3]. RR IQA methods use partial informa-
tion of the original image for quality evaluation [4]–[6].

The associate editor coordinating the review of this manuscript and
approving it for publication was Menghan Hu.

NR IQA methods aim to estimate the image quality without
referring to the original image [7]–[9].

The most widely-adopted FR IQA metrics are the peak
signal-to-noise ratio (PSNR) and the structural similarity
index (SSIM) [2]. Specifically, PSNR measures the image
quality by directly computing the difference between the
original image and the distorted image, which is simple and
explicit for use. SSIM deduces the image quality through
computing the structural similarity between the original
image and the distorted image, based on the assumption
that the human visual system (HVS) is highly sensitive
to the structures in the image. Based on other design
philosophies, a lot of successful FR IQA methods have
also been constructed and facilitated the FR IQA research
significantly [10]–[12].

Comparedwith FR IQA, RR IQA evaluates the image qual-
ity by referring to partial information of the original image.
In [13], Wang et al. reported an effective RR IQA approach
by formulating the marginal distribution of the wavelet
coefficients to design the quality-aware features. Reduced
reference entropic differencing (RRED) was developed by
calculating the differences between wavelet coefficients
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entropies of the reference and distorted images [4]. In [14],
Liu et al. established a RR IQA method in free-energy prin-
ciple and sparse representation. In [15], Min et al. proposed a
RR quality index based on extracting the saliency features
of the image. In [16], a RR quality metric that combines the
multi-channel decomposition theory and the free-energy prin-
ciple was proposed, in which the image was firstly decom-
posed into subbands with the discrete Haar wavelet transform
to extract the free-energy-based features, then SVR was used
to regress the features to the image quality score.

NR IQA is proposed to estimate the image quality when the
original image is unavailable. As there’s no reference infor-
mation to use, the design of NR IQA methods is much more
challenging than the FR and RR IQAmethods [17]–[20]. Tra-
ditional popular solution to NR IQA follows two successive
steps. In the first step, quality-aware features are extracted
to characterize the image quality degradations. In the second
step, SVR is employed to regress the extracted features to the
image quality score. Representative works are reviewed as
follows. In [21], Saad et al. dug into the DCT coefficients of
the image to extract the NSS features for quality estimation.
In [22],Moorthy et al. formulated the statistical regularities of
the wavelet coefficients to estimate the image quality degree.
In [23], Mittal et al. designed the quality-aware features in
the spatial domain of the image. In [24], Li et al. used both
local phase and local amplitude for evaluating the quality of
the multiply distorted images. In [25], Min et al. introduced
the multiple pseudo reference images by degrading the dis-
torted image in different ways, based on which designed the
quality-aware features for NR IQA. Apart from using SVR as
the regressor for quality evaluation, in [7], [26], a multivariate
Gaussian (MVG) model was learned from a set of pristine
images, which servers as the ‘‘reference’’ information for
defining the image quality. In [27], Xue et al. established a
quality-aware clustering (QAC) method, in which a set of
centroids of different quality levels was learned to compute
the image quality. Recently, with the rapid development of
deep learning theory and technologies, IQA researchers have
introduced deep learning into NR IQA, which greatly pro-
motes the development of NR IQA. In [28], Ma et al. created
a vast amount of quality-discriminable image pairs (DIPs)
which serve as the training data and learned a DIP inferred
quality (dipIQ) index through RankNet. In [29], Yan et al.
proposed a two-stream convolutional neural network (CNN)
framework to learn more effective feature representations for
NR IQA. In [30], Kim et al. proposed a deep CNN-based
blind IQA approach, in which they firstly learned to predict
the objective error map, then learned to predict the image
quality score.

The image contrast is an important attribute of the image,
which has a significant effect on the visual perception behav-
iors of the human brain, such as image quality percep-
tion [31], [32], visual saliency [33], etc. For example, in [34],
Zhu et al. indicated that more visual attentions focus on
those areas of high contrast between the center and peripheral
visual fields, based on which contrast-related features were

thus developed to predict the salient regions. The color con-
trast was measured to enhance the visual saliency prediction
in 360 degree images [33]. However, during the image acqui-
sition process, the distortion of the image contrast is often
introduced due to the limitation of the photographing device
or bad photographing conditions, which affects the image
quality severely. Despite the prosperity of the IQA research,
the issue of quality assessment for the contrast-distorted
images is still overlooked [35]. Only several specialized IQA
methods in the IQA researches have been reported to eval-
uate the quality of the contrast-distorted images. In [36],
Wang et al. proposed a local patch-based quality index to
quantify the quality of the contrast-distorted images, where
the image patch was firstly decomposed into its mean inten-
sity, signal strength and signal structure components, then
the image quality score was computed by measuring the
distortions of the three components. In [32], Fang et al.
extracted NSS features to characterize the contrast distor-
tion and presented a dedicated NR quality metric for the
contrast-distorted images. In [35], Gu et al. constructed a
RR contrast-distorted image quality metric by analyzing the
phase congruence and statistics information of the image
histogram. In [31], Gu et al. further learned a NR quality
assessment model for the contrast-distorted images with big
data.

Although the above quality assessment schemes for the
contrast-distorted images have been proved to be effective,
their prediction performance is still limited. The primary
reasons can be summarized as follows. First, most of the
existing contrast-distorted IQA methods only investigate a
small number of image properties for quality estimation,
which can’t evaluate the image quality adequately. Second,
the quality perceptionmechanism of the human brain is rarely
explored, which limits the prediction accuracy of the devel-
oped objective algorithms inevitably. Third, chrominance of
the image is closely related to the image quality. However,
the characterization of the chrominance is often ignored.
To tackle the existing problems and develop more effective
quality metric for the contrast-distorted image, in this paper,
we develop a novel NR contrast-distorted image quality
assessment scheme. Overall, rather than investigating single
image property for quality evaluation, we investigate mul-
tiple aspects of the image that are quite indicative to the
contrast distortion, i.e., spatial characteristics, image his-
togram, visual perception and chrominance, which is able
to measure the image quality comprehensively and more
precisely. In particular, we deeply investigate the human
brain perception mechanism based on the free-energy prin-
ciple and also thoroughly characterize the chrominance of
the image for quality evaluation. A set of quality-aware
features are thus designed to quantify the image quality
degradations appropriately. Then SVR is employed to regress
all the features to the image quality score. We name our
proposed method as Blind Contrast-distorted Image Quality
Model, or abbreviated as BCIQM. Extensive tests executed
on three standard contrast-distorted image databases/datasets,
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FIGURE 1. The overall framework of the proposed method.

i.e., CCID2014, TID2013 and CSIQ demonstrate that the pro-
posed BCIQM outperforms state-of-the-art general-purpose
and contrast-distortion NR IQA methods on predicting the
quality of the contrast-distorted images.

The remainder of this paper is organized as follows:
In Section II, we introduce the proposed BCIQM for
contrast-distorted images in detail. In Section III, we present
the experimental results and necessary analysis to verify
the effectiveness and superiority of BCIQM. In Section IV,
we conclude this paper.

II. PROPOSED METHOD
For characterizing the quality of the contrast-distorted image
precisely, measuring single aspect of the image is far from
enough [31]. Therefore, in this paper, we investigate multiple
aspects of the image that are affected by the contrast distortion
and devise a group of quality-aware features to characterize
the contrast distortion effectively. After feature extraction,
we employ SVR to regress those features onto the image qual-
ity level. For better understanding of the proposed scheme
for contrast-distorted images, we show its overall framework
in Fig. 1 clearly. To be specific, we train a quality prediction
model with SVR on a set of training images and then employ
it to predict the quality of a given testing image.

A. FEATURE EXTRACTION IN THE SPATIAL DOMAIN
Features extracted in the image spatial domain have been
proved to be highly effective to characterize the image
quality [7], [23], [26]. In addition, spatial features are often
efficient for computation. Therefore, we at first exploit spatial
features of the image for quality estimation. Specifically,
we extract two types of spatial features that convey close
relationships with the contrast deviation.

The first type of feature we extract is the gradi-
ent magnitude (GM). The GM feature can describe the
structures of the image exactly, which contains rich
information for quality perception [2]. More impor-
tantly, contrast distortion can be well captured by the
GM feature [10]. To extract the GM feature, we firstly extract
the image gradients by convolving the distorted image I
with the Prewitt operator along the vertical and horizontal

directions as:

Gx(I ) =
1
3

 1 0 −1
1 0 −1
1 0 −1

⊗ I (1)

Gy(I ) =
1
3

 1 1 1
0 0 0
−1 −1 −1

⊗ I (2)

where Gx(I ) and Gy(I ) are the vertical and horizontal
gradients, ‘‘⊗’’ denotes the convolution operator. Then
GM image of I can be calculated as:

GM =
√
G2
x + G2

y (3)

where GM refers to the GM image. Here, we further
calculate the mean value of the obtained GM image and use
it to characterize the image contrast distortion.

In Fig. 2, we illustrate the potential effectiveness
of the GM features in characterizing the contrast dis-
tortion with an example. In the first row, we show
four images which are the original image without con-
trast distortion, slightly contrast-distorted image, moder-
ately contrast-distorted image and severely contrast-distorted
image, respectively. The second row are their corresponding
GM images,m refers to themean value of theGM image. This
figure reveals somemeaningful observations. First, compared
with the original image, the contrast-distorted images are
all of low visual quality, which indicates that contrast plays
an important role in affecting the image quality. Second,
by observing the GM images, we can find that GM can extract
the structures of the image exactly. Third, as the contrast
distortion degree increases, the GM image is more deviated
from the original one, for example, in the regions marked by
the yellow rectangles. In addition, the mean values of the
distorted GM images vary monotonously according to the
variation of the contrast distortion level. These observations
manifest the effectiveness of the GM image and its mean
value in characterizing the contrast distortion intuitively.

Apart from computing the GM feature to indicate the
contrast variation, we further inspect the pixel differences
between the image adjacent pixels of the contrast-distorted
image, which is also modified by the contrast distortion.
Specifically, we firstly calculate the differences between the
current pixel and its adjacent left, right, top and bottom
pixels in the contrast-distorted image. Then we calculate the
weighted sum of the pixel differences to measure the overall
contrast distortion degree as:

Sw =
∑
δ

δ(m, n)2Pδ(m, n) (4)

where δ(m, n) = |m − n| refers to the difference between
two adjacent pixels, Pδ(m, n) is the distribution proba-
bility of the difference that equals δ(m, n). In Fig. 3,
we show Pδ(m, n) against δ(m, n) of the original, slightly
contrast-distorted, moderately contrast-distorted, severely
contrast-distorted images shown in the first row of Fig. 2.
As observed, the adjacent pixel difference distribution varies
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FIGURE 2. The GM maps and the prediction residual (R) images of the original image and the contrast-distorted images.

FIGURE 3. The adjacent pixel difference distributions of the original,
slightly contrast-distorted, moderately contrast-distorted, severely
contrast-distorted images.

in line with the variation of the contrast distortion level,
which intuitively demonstrates the availability of the adjacent
pixel difference in characterizing the contrast distortion in the
image.

B. FEATURE EXTRACTION FROM THE IMAGE HISTOGRAM
The image histogram is used to represent the brightness
distribution of the image, which is widely used in image pro-
cessing. As we know, the histogram of a low-contrast image
tends to be askew or deviated from the uniform distribution.
Here, we use an example to illustrate this fact. In Fig. 4,
we plot the probability densities of the uniform distribu-
tion and the original, slightly contrast-distorted, moderately
contrast-distorted, severely contrast-distorted images which

FIGURE 4. The probability densities of the uniform distribution and the
original, slightly contrast-distorted, moderately contrast-distorted,
severely contrast-distorted images.

are the images shown in the first row of Fig. 2, respectively.
As we can observe, the curve of the probability density tends
to becomemore andmore askew or deviated from the uniform
distribution as the contrast distortion degree increases. There-
fore, the deviation degree of the image histogram against the
uniform distribution provides a good quantitative measure
of the contrast-distorted image quality [37]. Suppose h and
u to be the contrast-distorted image histogram and the uni-
form distribution respectively, then we measure the distance
between h and uwith the well-known K-L divergence, which
is often employed to evaluate the distance between two dis-
tributions, defined as:

DKL(h‖u) = −
∫
h(t) log u(t)dt +

∫
h(t) log h(t)dt (5)
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as the pixel value of the image is in [0,255], the probabil-
ity density u(t) of u equals 1/255. Then the first term of
the above equation equals − log 1/255 actually, which is a
constant and can be omitted. Therefore, the K-L divergence
between h and u can be further derived as

∫
h(t) log h(t)dt .

However, the K-L divergence is non-symmetric and may
cause some instability. Therefore, we adopt another sym-
metrized and smoothed version that is derived from the
K-L divergence, namely the Jensen-Shannon (J-S) divergence
to compute the distance between h and u:

DJS (h,u) =
DKL(h‖m)+ DKL(u‖m)

2
(6)

wherem = 1
2 (h+ u). Then we employ DJS (h,u) to estimate

the quality of the contrast-distorted image from the perspec-
tive of image histogram.

C. CHARACTERIZATION OF THE VISUAL PERCEPTION
The image quality is actually an outcome of the interac-
tion between the human brain and the external image sig-
nal, or visual perception [5]. However, few NR IQA of
contrast-distorted images investigated the visual perception
process to characterize the image quality. In this work,
we explore the visual perception of the human brain deeply
and thus characterize the image quality from the perspective
of visual perception.

Specifically, in brain theory and neuroscience, a newly-
proposed free-energy principle that unifies several brain theo-
ries and physical findings was proposed to explain the human
action, perception and learning [38], [39]. The free-energy
principle indicates that the perception or understanding of
the visual scene is an active inference activity which is
controlled by an internal generative model (IGM) [5], [40].
More specifically, through the IGM, the human brain yields
the corresponding representations of the input visual signals
for perception. The perceptual quality of the image is thus
closely related to the discrepancy between the image and its
brain representation [5], [14]. For characterizing the visual
perception process, we need to figure out the IGM in the first
place. However, the determinate form of the brain IGM hasn’t
been revealed till now as the human brain is too complicated
and far beyond our current knowledge. To tackle this problem,
researchers have resorted to existing model to approximate
the IGM for modeling visual perception [5], [41]. In earlier
works, the auto-regressive (AR)model was always adopted as
the IGM as it’s flexible to represent natural images. However,
in [42], [43], Olshausen et al. found that the receptive fields of
simple cells in mammalian primary visual cortex of the brain
can be characterized as being spatially localized, oriented and
bandpass. Then they further indicated that sparse represen-
tation for natural images could agree with those properties
exactly observed in the visual cortex [44]–[46]. Inspired by
these neurobiological findings, in our earlier work [3], [14],
we approximated the IGMwith sparse representation and ver-
ified that it is indeed much more effective and efficient than
the AR model for image quality evaluation. Therefore, in this

work, we still employ sparse representation to approximate
the IGM of the human brain.

To represent an input image I sparsely, we at first extract
a patch xk ∈ RBs from I with an extraction operator Rk (·),
then the sparse representation of xk over an over-complete
dictionary D ∈ RBs×M is actually to calculate a vector αk ∈

RM to represent xk , satisfying that the elements in αk are
mostly zero or close to zero, which can be formulated as:

α∗k = argmin
αk

1
2
‖xk − Dαk‖2 + λ‖αk‖0 (7)

where the first term denotes the representation fidelity,
the second term restricts the sparsity of the vector αk . λ is
a constant to adjust the significance of the two terms. ‖ · ‖0
refers to the l0 norm which directly counts the non-zero
elements in αk . By solving the above equation, we can obtain
the sparse vector α∗k for representing xk . Then the sparse
representation of the entire image I can be calculated as:

I ′ =
n∑

k=1

RT
k (Dα∗k )./

n∑
k=1

RT
k (1Bs ) (8)

where I ′ refers to the sparse representation of image I , which
serves as the brain representation of I . ‘‘./’’ refers to the
element-wise division of two matrices, n is the total number
of the image patches. RT

k (·) is the transpose operation of
Rk (·), which puts xk to its original position in the image.
1Bs refers to the vector of size Bs whose elements are all 1.
The second term

∑n
k=1R

T
k (1Bs ) in the above equation counts

the number of the patches that are put back onto the same
position in the represented image I ′. Dividing the first term by
the second term means taking the mean value of the patches
as the final value on the same position.

According to the free-energy principle, the representation
discrepancy between the input image and its brain represen-
tation is believed to be closely related to the quality of human
perceptions. More precisely, the quality of perceptions can
be quantified mathematically by the uncertainty of the pre-
diction discrepancy [5], [14]. Accordingly, we firstly define
the prediction residual as the discrepancy between the image
and its brain representation:

R = |I − I ′| (9)

where R refers to the prediction residual. ‘‘| · |’’ is the mag-
nitude operation. Then the uncertainty of R can be measured
by its entropy, defined as:

E = −
255∑
i=0

pi log2 pi (10)

where E represents the entropy of R, pi is the probability
density of ith gray scale in R. In the third row of Fig. 2,
we give the calculated prediction residual images R and the
corresponding E values of the original and contrast-distorted
images. Note that we have expanded the pixel values in R
by three times for convenient observation. As illustrated,
the residual image R degenerates gradually with the increase
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of the contrast distortion level, for example, in the regions
marked by the red rectangles. The value of E also changes
monotonously as the contrast distortion degree increases.
Therefore, we employ E as our visual perception feature for
characterizing the perceptual quality of the contrast-distorted
image.

D. CHARACTERIZATION OF CHROMINANCE
It’s widely accepted that chrominance of the image plays a
significant role in evaluating the image quality [31], [47].
Similarly, for contrast-distorted images, the chrominance of
the image is often poor, which leads to the image quality
degradations. To extract the chrominance information, we at
first transform the image from the RGB color space to the
perceptually relevant CIELAB color space, which includes
one luminance channel ‘L’ and two chrominance channels
‘A’ and ‘B’ [48]. More specifically, ‘L’ channel represents
the brightness of the image. ‘A’ channel is relative to the
red/magenta and green and ‘B’ channel is relative to yellow
and blue. As in [49], we compute the perceived intensity of
the chrominance by:

C =
√
A2 + B2 (11)

where C denotes the chrominance intensity of the image.
Previous studies have demonstrated that the locally mean
subtracted and contrast normalized (MSCN) coefficients
of the chrominance intensity image can characterize the
chrominance effectively [49].With the chrominance intensity
image C , its MSCN coefficients can be computed as:

C ′(x, y) =
C(x, y)− µ(x, y)
σ (x, y)+ 1

(12)

with C(x, y) and C ′(x, y) denoting the original and normal-
ized values at position (x, y). µ(x, y) and σ (x, y) stand for
the mean and standard deviation of a local patch centered
at (x, y), which are respectively calculated by:

µ(x, y) =
S∑

s=−S

T∑
t=−T

ωs,tC(x + s, y+ t) (13)

σ (x, y) =

√√√√ S∑
s=−S

T∑
t=−T

ωs,t [C(x+s, y+t)−xµ(x, y)]2 (14)

where ω = {ωs,t | s = −S, . . . , S; t = −T , . . . ,T }
denotes a 2D circularly-symmetric Gaussian weighting filter.
S and T are set to 3 in implementation. We further investigate
the distribution of the obtained MSCN coefficients and find
that it is modified by the contrast distortion, which can be
exploited to describe the distortion level. To illustrate this
fact, we show the distributions of MSCN coefficients of an
original image and its contrast-distorted versions in Fig. 5.
The original and the contrast-distorted images are the images
shown in Fig. 2. It’s clearly to see that the distributions of the
contrast-distorted images are all discrepant from the original
one, which indicates the capability of the MSCN coeffi-
cients distribution in characterizing the contrast distortion.

FIGURE 5. The chrominance MSCN distributions of the original, slightly
contrast-distorted, moderately contrast-distorted, severely
contrast-distorted images.

FIGURE 6. The distributions of the products of the chrominance adjacent
MSCN coefficients along the horizontal direction of the original, slightly
contrast-distorted, moderately contrast-distorted, severely
contrast-distorted images.

To depict the MSCN coefficients distribution and thereby
extract quality-aware features, we model the MSCN distri-
bution with the zero-mean generalized Gaussian distribution
(GGD), which is defined as:

g(x;α, β) =
α

2β0(1/α)
exp

(
−

(
|x|
β

)α)
(15)

where 0(·) refers to the gamma function, defined as:

0(x) =
∫
∞

0
φx−1e−φdφ, x > 0 (16)

where α and β are the GGD parameters. Accordingly,
we extract α, β and the skewness and kurtosis features that
depict the distribution precisely and employ them as our
quality-aware features to characterize the image quality.

Furthermore, the products of pairs of the adjacent MSCN
coefficients are also powerful to characterize the image qual-
ity [23]. Therefore, we further calculate the products of
the adjacent chrominance MSCN coefficients along horizon-
tal, vertical, main-diagonal and second-diagonal directions.
In Fig. 6, we also show the distributions of the products
of the adjacent chrominance MSCN coefficients along the
horizontal direction of the original and the contrast-distorted
images exhibited in Fig. 2. The deviations of the distributions
of the contrast-distorted images from the original one can be
clearly observed. In addition, as indicated in [23], each of
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FIGURE 7. Some contrast-distorted image samples from the CCID2014 database.

TABLE 1. Summary of the quality-aware features.

these four products can be modeled suitably with the zero
mode asymmetric GGD (AGGD):

g(x; γ, βl, βr )

=


γ

(βl + βr )0( 1γ )
exp

(
−

(
−x
βl

)γ)
∀x ≤ 0

γ

(βl + βr )0( 1γ )
exp

(
−

(
x
βr

)γ)
∀x > 0

(17)

The mean of this distribution is defined as:

η = (βr − βl)
0( 2

γ
)

0( 1
γ
)

(18)

Likewise, the informative model parameters (γ, βl, βr , η) of
the AGGD and the skewness and kurtosis values are also
estimated and introduced into our quality-aware features.

E. QUALITY EVALUATION
Up to now, we have addressed all the quality-aware fea-
tures that characterize the contrast distortion in the image
comprehensively. For convenient reading, we deliver a brief
summary of the employed features in Table 1. It’s easy to see
that the total number of the quality-aware features is (2+1+
1 + 28) = 32. To infer the quality of the contrast-distorted
image, a mapping from the quality-aware features to the
image quality score is needed to be learned. In this work,
we employ SVR to learn the mapping function as it’s highly
effective in handling high dimensional data [50] and has been
widely adopted in the NR IQA researches [23], [41], [51].
In implementation, we use the LIBSVMpackagewith a radial
basis function (RBF) kernel [52] to learn the NR model for
quality evaluation.

III. EXPERIMENTAL RESULTS
A. EXPERIMENTAL PROTOCOL AND TESTING DATABASES
To quantify the prediction performance of the objective IQA
methods, we employ four statistical indexes, which are Spear-
man Rank order Correlation coefficient (SRCC), Kendalla̧ŕs
rank correlation coefficient (KRCC), Pearsons linear correla-
tion coefficient (PLCC) and root mean square error (RMSE).
These four indexes are computed between the subjective
scores and the objective scores given by the objective IQA
algorithms. The SRCC,KRCC and PLCC values of a superior
objective IQA method should be as close to 1 as possible,
while the RMSE value should be as close to 0 as possible.
It’s also needed to point out that before calculating these
above indexes, the objective scores are suggested to be fitted
to the subjective scores through a five-parameter logistic
function [53], defined as:

q (s) = β1

(
1
2
−

1
1+ exp (β2 · (s− β3))

)
+ β4 · s+ β5

(19)

where s refers to the objective score, q (s) refers to the non-
linearly fitted score, β1 ∼ β5 are the model parameters which
are estimated through nonlinear fitting.

We conducted experiments on three standard contrast-
distorted image databases/datasets. The first one is the
CCID2014 database [35], which is a dedicated contrast-
distorted image database and contains a total of 655 contrast-
distorted images. The second one is the contrast-distorted
dataset of the TID2013 image database [54], which con-
tains 125 contrast-distorted images. The third one is the
contrast-distorted dataset of the CSIQ database [55], which
includes 116 contrast-distorted images. For illustration,
we show some examples of the contrast-distorted images
from the CCID2014 database in Fig. 7. It’s apparent that
contrast distortion can affect the image quality significantly.

B. IMPLEMENTATION SETTINGS
In sparse representation, for extracting the perceptual fea-
tures, we set the dimension Bs of the image patch vec-
tor to be 64. The DCT dictionary of 64 × 144 that con-
tains a total of 144 atoms was utilized as the over-complete
dictionary D for sparse representation. We employed the
Orthogonal Matching Pursuit (OMP) algorithm [56] to solve
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TABLE 2. Prediction performance comparison on CCID2014, TID2013 and CSIQ databases. The best performance in each IQA algorithm category is
highlighted with boldface.

the optimization problem defined in Eq.(7) and obtain the
sparse vector. Detailed sparse representation configurations
can be referred to in [14]. For estimating the model param-
eters in Eq.(15) and Eq.(17), we employed the moment
matching-based method proposed in [57].

C. PREDICTION PERFORMANCE EVALUATION
We compare the proposed BCIQM with eleven state-of-the-
art IQA methods, which are PSNR, SSIM [2], PCQI [36],
RRED [4], FSI [14], RIQMC [35], QMC [58], NIQE [26],
SNP-NIQE [7], BIQME [31] and [32]. Among them,
PSNR, SSIM and PCQI belong to the FR IQA methods,
RRED, FSI, RIQMC, QMC belong to the RR IQA meth-
ods, NIQE, SNP-NIQE, BIQME and [32] are the NR IQA
methods. In addition, PCQI, RIQMC, QMC, BIQME, [32]
and the proposed BCIQM are the dedicated quality meth-
ods for the contrast-distorted images, other models are the
general-purpose IQA methods. As the proposed BCIQM
and [32] need to train a quality model, we randomly parti-
tioned each testing database into two parts. One is the train-
ing part which includes 80% images for training the quality
module. The other one is the testing part that is composed of
the remaining 20% images. Therefore, the training part and
the testing part are non-overlapped. We trained the proposed
BCIQM and [32] on the training part and tested them on the
testing part. Such 80% train-20% test procedure was repeated
1000 times for avoiding bias. For the other comparedmethods
that don’t require training, we only test them on the testing
part, which were also repeated 1000 times. The mean results
over 1000-time tests of all the methods are listed in Table 2,
where the best performance in the FR, RR and NR categories
is highlighted with boldface, respectively.

From the results shown in Table 2, we can draw
the following meaningful conclusions. Although PSNR
and SSIM are the most widely adopted IQA metrics,
they can only achieve moderate performance on the
CCID2014 and CSIQ databases and even poor perfor-
mance on the TID2013 database. By comparison, the ded-
icated PCQI metric for the contrast-distorted image can

achieve much better prediction performance. Similarly,
the general-purpose RRED and FSI methods perform unfa-
vorably on the CCID2014 and TID2013 databases. While
the specialized RIQMC and QMC methods perform much
better across these three databases. For the NR meth-
ods, it’s observed that the general-purpose NIQE and
SNP-NIQE are also not good at evaluating the qual-
ity of the contrast-distorted image. In addition, although
BIQME and [32] are the dedicated IQA methods for the
contrast-distorted images, they still only achieve moder-
ate performance. By comparison, the proposed BCIQM
outperforms them by a large margin on each database.
Furthermore, BCIQM can even achieve more promising
performance than the FR PCQI approach on the largest
CCID2014 database. These experiments clearly demon-
strate the high effectiveness and superiority of the proposed
BCIQM in evaluating the quality of the contrast-distorted
images.

D. STATISTICAL SIGNIFICANCE TEST
For further examining the statistical significance of the objec-
tive IQA methods, we employed t-test on the prediction
residuals between the nonlinearly-fitted objective scores and
the subjective scores. The experimental results are listed
in Table 3, where the symbols of ‘‘1’’, ‘‘0’’ and ‘‘−1’’
respectively denote that the proposed BCIQM is statistically
superior, comparative and inferior to the compared objective
methods with 95% confidence. From this table, we observe
that the proposed BCIQM is only comparative with the
RR method QMC on the CCID2014 database. It is supe-
rior to all the other competitors on the CCID2014 database.
On the TID2013 database, BCIQM is only inferior to the
FR PCQI method. While on the CSIQ database, BCIQM is
inferior to PCQI, RRED, FSI, RIQMC and QMC methods.
For the NR methods, BCIQM is consistently superior to all
the other NR methods on each database, which demonstrates
the advantage of BCIQM in quantifying the image quality
statistically.
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TABLE 3. T-test results on CCID2014, TID2013 and CSIQ Databases.

TABLE 4. Experimental results of ablation study measured by SRCC on CCID2014, TID2013 and CSIQ databases.

TABLE 5. Average running time of the IQA methods.

E. ABLATION STUDY
It’s interesting to understand the contribution of different
types of features of BCIQM in characterizing the image
quality. Therefore, we performed ablation study on the
three databases. Specifically, we used each type of the
quality-aware features and their combinations to construct
the quality prediction model respectively and then tested
their prediction performance. The experimental methodolo-
gies were set the same as that in Section III-C. The prediction
performance measured by SRCC of each type of the features
and their combinations is reported in Table 4, where we use
‘‘S’’, ‘‘H’’, ‘‘P’’, ‘‘C’’ to represent the extracted Spatial, His-
togram, Perceptual and Chrominance features, respectively.

From this table, we can have the following enlightening
conclusions. First, the spatial features and the perceptual fea-
tures play comparative roles in characterizing the image qual-
ity, which can only lead to moderate prediction performance
by themselves. Second, the histogram features can achieve
higher performance, which confirms that the proper charac-
terization of the image histogram can provide a good mea-
sure for the quality of the contrast-distorted images. Third,
it’s interesting to find that the performance of the chromi-
nance features is also promising, which demonstrates that
the chrominance of the image does affect the image quality
and characterization of the chrominance is very necessary for
image quality evaluation. Fourth, we observe that if one fea-
ture is more effective than the other one feature, then the fea-
ture combined with other features can be more effective than

the other one feature combined with the same features in most
cases. For example, as shown in Table 4, the chrominance
feature (C) is more effective than the perceptual feature (P).
Accordingly, the performance of the combination ‘‘S, C’’ is
higher than that of the combination ‘‘S, P’’, the performance
of the combination ‘‘H, C’’ is higher than that of ‘‘H, P’’ and
the performance of the combination ‘‘S, H, C’’ is also higher
than that of ‘‘S, H, P’’. These results reveal that the combi-
nation of features maintains the contribution of the combined
features well. Fifth, the combination of the features can out-
perform each type of the combined features. For example,
the performance of the combination ‘‘S, H’’ is higher than
that of ‘‘S’’ and ‘‘H’’. The performance of the combination
‘‘S, H, P’’ is observed to be higher than that of ‘‘S’’, ‘‘H’’,
‘‘P’’, ‘‘S, H’’, ‘‘S, P’’ and ‘‘H, P’’. The combination of ‘‘S,
H, P, C’’ that contains all types of the quality-aware features
achieves the best prediction performance. These observations
fully demonstrate that the designed features in BCIQM play
complementary roles in characterizing the image quality.

F. TIME COMPLEXITY
At last, we examined the time complexity of the proposed
BCIQM, which is an important index for practical applica-
tions. For comparison, we also include the other IQA algo-
rithms. Specifically, we ran all the IQAmethods on the entire
CCID2014 database and the average running time of each
method was recorded. Notice that our hardware platform is
Thinkpad X220 computer with 2.5GHz CPU and 4G RAM.
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The software platform is Matlab R2015b. The resolution of
the images in CCID2014 database is 768 × 512. We list the
average running time measured by seconds in Table 5. It’s
clearly to see that the average running time of PSNR, SSIM,
PCQI, QMC, NIQE and [32] is less than one second, which
is very promising. While the running time of the proposed
BCIQM is 2.284 seconds, which is also acceptable for image
applications.

IV. CONCLUSION
In this paper, we investigated the issue of blindly evaluating
the quality of the contrast-distorted images and have pro-
posed a novel dedicated NR IQA approach, named BCIQM.
In BCIQM, we designed a set of quality-aware features
from the image spatial domain, image histogram, visual
perception and chrominance respectively, which can char-
acterize the image quality comprehensively and thus more
precisely. Then we employed SVR to integrate all the
extracted features and infer the image quality score. Extensive
experiments conducted on three standard contrast-distorted
image databases/datasets, i.e., CCID2014, TID2013 and
CSIQ, demonstrate that the proposed BCIQM achieves very
promising performance on evaluating the quality of the
contrast-distorted images.
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