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ABSTRACT Cryptocurrencies represent one of the most attractive markets for financial speculation. As a
consequence, they have attracted unprecedented attention on social media. Besides genuine discussions
and legitimate investment initiatives, several deceptive activities have flourished. In this work, we chart
the online cryptocurrency landscape across multiple platforms. To reach our goal, we collected a large
dataset, composed of more than 50M messages published by almost 7M users on Twitter, Telegram and
Discord, over three months. We performed bot detection on Twitter accounts sharing invite links to Telegram
and Discord channels, and we discovered that more than 56% of them were bots or suspended accounts.
Then, we applied topic modeling techniques to Telegram and Discord messages, unveiling two different
deception schemes – ‘‘pump-and-dump’’ and ‘‘Ponzi’’ – and identifying the channels involved in these
frauds. Whereas on Discord we found a negligible level of deception, on Telegramwe retrieved 296 channels
involved in pump-and-dump and 432 involved in Ponzi schemes, accounting for a striking 20% of the total.
Moreover, we observed that 93% of the invite links shared by Twitter bots point to Telegram pump-and-dump
channels, shedding light on a little-known social bot activity. Charting the landscape of online cryptocurrency
manipulation can inform actionable policies to fight such abuse.

INDEX TERMS Cryptocurrency manipulation, social bots, Twitter, Telegram, Discord.

I. INTRODUCTION
Cryptocurrencies have attracted considerable public attention
over the years, carving out a significant social presence in
online environments. The vast conversation space offered by
social media is the perfect venue to promote the cryptocur-
rency world, supporting its rise in popularity [1], [2]. As more
and more online users adopt cryptocurrencies as a practical
means of investment and payment, scientists investigate their
interaction with social media [3] to predict prices fluctua-
tion [4], to monitor the users’ trust in cryptocurrencies [2],
and to pave the way to new disruptive applications [1].

However, social media have already proven to be a suitable
habitat for deception in many domains, such as politics and
healthcare, and the cryptocurrencymarket is no exception [5].
In other words, social ecosystems enable manipulation to
run wild in a domain that already thrives on anonymity,
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decentralization, high volatility, and self-regulation [6], [7].
A growing strand of research has been focusing on cryptocur-
rencymanipulation. Indeed,many studies examined and char-
acterized specific online frauds to understand their influence
on the online markets. Some works focused on cryptocur-
rency thefts [8]. Others dissected the mechanisms behind
pump-and-dump schemes, in which willing participants col-
lectively aim to artificially inflate a currency price through
coordinated, simultaneous buying (‘‘pump’’). Once outside
unaware investors notice the surge in price and start investing
in the asset, the participants sell it to them, thus making
a profit and causing a price collapse (‘‘dump’’). Generally,
there are orchestrators behind the curtains, who profit even at
the expense of the witting participants themselves, let alone
the other unaware investors [9]. Other studies focused on
analyzing Ponzi schemes, financial scams that rely on acquir-
ing investors by promising high returns in exchange of a
minimum amount of currency. Those funds are used to gen-
erate profits for old investors and organizers. When the rate
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of new investors is not large enough to sustain the process,
the chain breaks, and last comers lose their investment [10].

However, such works addressed each fraud in a targeted
way. There’s still little understanding of the interactions
between different types of scams and wherein the online
landscape they fall. This is crucial to spot the key players
involved in scams and to support actionable policies to fight
such abuses.

This work aims to map and assess the extent of cryptocur-
rency manipulations within and across the online ecosystems
of Twitter, Telegram, and Discord. Such wide, horizontal
exploration is of the utmost importance to have a broad
overview of the crypto environment and the actors involved.
In fact, many successful scams depend on attracting a large
mass of users. Therefore, it is necessary to address the prob-
lem by evaluating a large user base. Indeed, Twitter provides
the perfect showcase to attract potential investors and to
deceive users, as demonstrated in many scenarios before [11].
Likewise, Telegram and Discord are the ideal habitats for
crypto scams to proliferate, as they offer anonymity and low
levels of moderation. Moreover, they feature channels as a
way to broadcast public messages to a large audience and to
invite investors to join.

This is why we pose our focus on the diffusion of invite
links – that is, unique URLs allowing users to join channels.
In fact, our controlling idea for this study is based on the intu-
ition that fraudsters can exploit invite links to scam channels
as an effective way of recruiting participants to the scam.
If proven right, detecting and monitoring significant hubs
spreading links can help mitigate the effects of scams in the
real world, defend themarkets frommanipulation, and protect
people’s investments. In addition, diffusion patterns of invite
links already provided valuable information for detecting
homophily and common interests in online communities [12],
which can be useful in order to spot malicious actors orches-
trating scam campaigns.

A. CONTRIBUTIONS OF THIS WORK
To shed light on cryptocurrency manipulation, we follow
invite links in a snowball strategy and collect a rich dataset
of 16M tweets, 10M Discord, and 23M Telegram messages
discussing cryptocurrencies. As we add layers of knowledge
about the authenticity of Twitter accounts and the content of
Telegram and Discord channels, we uncover and trace the
path and evolution of manipulation attempts from platform
to platform.

By cross-checking these different types of manipulation,
we show that deceptive channels are the ones receiving the
most part of the invite links, confirming the founding intu-
ition of our controlling idea. We report that the strategy
of following invite links is ideal for tracking online crypto
scams. We highlight the vast presence of Twitter bots and
their key part in promoting pump-and-dump channels, thus
contributing in mapping the role of automated accounts in
spreading misinformation through social media. Based on
our findings, researchers and stakeholders can enforce novel

actionable policies to mitigate online cryptocurrency scams,
by tracking and cutting off the main hubs of manipulation,
thus severely impairing the efficacy of cryptocurrency frauds.

Our main contributions are summarized as follows:
• We collect and share a large dataset for studying online
cryptocurrency manipulations, comprising more than
50Mmessages and describing the online cryptocurrency
ecosystem across three major platforms: Twitter, Tele-
gram and Discord.

• We uncover the pivotal role of Twitter bots in broad-
casting invite links to deceptive Telegram and Discord
channels, exposing a little-known social bot activity.

• Instead of focusing on specific frauds, we let manipu-
lation patterns naturally emerge from data, highlighting
the existence of two different manipulations – namely,
pump-and-dump and Ponzi schemes.

• Our results describe Discord as a reasonably healthy
online cryptocurrency ecosystem. In contrast, more than
56% of crypto-related Telegram channels are involved in
manipulations. Moreover, these deceptive activities are
massively broadcast with the help of Twitter bots.

Reproducibility. To ensure reproducibility, we released an
anonymized, privacy-preserving version of the dataset.1

B. ROADMAP
The remainder of this paper is organized as follows.
In Section II, we survey the recent literature on online
manipulations, focusing on those involving cryptocurrencies.
In Section III, we depict and motivate our data collection
strategy, and we provide the first descriptive statistics about
the resulting dataset. Section IV provides the invite link net-
work as an effective way to represent the diffusion of invite
links, and to highlight its underlying patterns. In Section V,
we enrich the network with a layer of information about
the Twitter account genuineness. In Section VI, we add
network layers related to the social media content traits.
In Section VII, we uncover the most relevant cryptocurrency
manipulation patterns, and we characterize their underlying
promotion strategies. Finally, Section VIII summarizes the
main results, contextualize them in the general research effort
against online manipulations, and presents the limitations and
future work.

II. RELATED WORKS
In this Section, we survey the recent literature about manip-
ulations perpetrated in the online ecosystems. We focus in
particular on cryptocurrency manipulations, since our contri-
bution also falls in this category.

A. CRYPTOCURRENCY MANIPULATIONS
This paper fits into the literature of cryptocurrency-related
social media content analysis. Several works addressed the
cryptocurrency topic with a focus on manipulation patterns.
In [22], authors provided a first look of cryptocurrency pump-
and-dump schemes and found that such frauds target specific

1http://doi.org/10.5281/zenodo.3895021
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TABLE 1. Comparative analysis with related works on cryptocurrency-related social media content analysis.

cryptocurrency coins and exchanges. However, their work
was preliminary and did not yet analyze the coordination of
pump-and-dumps in online chat groups, nor the means by
which misinformation about specific coins is spread on, like
on social media.

Focusing on studies that also take into account social
media, authors in [9] provided a detailed description of pump-
and-dump schemes that take place on known deceptive Tele-
gram channels and developed a model to predict the like-
lihood of a coin being the target for manipulation. While
they offered important key insights into a specific fraudulent
scheme and platform, our goal is to offer a more general
vision into the bounds of cryptocurrency manipulation activ-
ities that take place across multiple social media platforms.
Similarly, authors in [13] focused exclusively on pump-and-
dump schemes that occur on known deceptive Telegram chan-
nels, demonstrating the harmful effects of pump-and-dump
events on the liquidity and price of cryptocurrencies.

Along this line, authors in [14] collected pump-and-dump
Telegram channels starting from known seeds, and continuing
in a snowball fashion. They leveraged such data to predict
the success of pump operations in terms of meeting the
anticipated price targets. They also collected tweets in close
proximity to the attacks and discovered a prevalence of bots
involved in the discussion. This study is more akin to our
work, as it looks for deception on multiple social platforms.
However, they still focused on a specific cryptocurrency
manipulation domain. Instead, we are interested in a more
general overview of the cryptocurrency ecosystem, in order
to understand the extent of deception in the network. Indeed,
other studies observed that pump-and-dump phenomena are
also widespread on Discord, as well as on Telegram [15],
emphasizing the importance of taking into consideration
more platforms.

In [16], authors measured the spread of cryptocurrency
discussion on Reddit. They focused on conversations around
Bitcoin, Ethereum and Monero cryptocurrencies, noticing
that users discussing coins used for shady activities engage
in a deeper and longer debate. However, more work needs to
be done to address cryptocurrency-related discussion across
a variety of coin types or across multiple social media

platforms. In [17], [18], authors focused on known pump-
and-dump events involving specific cryptocurrencies on ded-
icated forums and developed a model to predict fluctuation in
cryptocurrency prices.

Pump-and-dump is not the only financial fraud under
scrutiny. In [19], authors investigated online Ponzi schemes
advertised on threads of the Bitcointalk forum. They discov-
ered that shill interactions lengthen the life of a scam, whereas
constant daily interactions between scammers and victims
shorten it. However, more work is needed to measure the
spread of scams between social media with different inter-
action paradigms. In [20], authors looked for Ponzi schemes
involving the Bitcoin cryptocurrency on both Reddit and
the Bitcointalk forum, proposing a model to predict Ponzi
schemes involving cryptocurrencies.

Authors in [21] focused on discussion forums to identify
and characterize communities by applying topic modeling in
order to model trends in the community and to see how real-
life events affect the topics discussed and vice versa. Inter-
estingly, pump-and-dump activities spontaneously emerged.
Similarly, we let manipulation emerge in this way, although
considering multiple platforms.

In Table 1, we summarize the related works according to
four dimensions. First, we consider the platform on which
each work looks for deceptive activities. Second, we charac-
terize the type of analysis of the paper as predictive or descrip-
tive. Third, we specify the dataset collection strategy adopted
as data-informed – when the starting seeds of deceptive mes-
sages collected is known for being deceptive, or data-driven
– when generic messages are collected and then deception is
found. Finally, we define the focus of each work under both
the coin and the deceptive scheme perspectives. As shown,
our work opted for a comprehensive, data-driven strategy,
from which deceptive schemes naturally emerge from the
data.

B. OTHER ONLINE MANIPULATIONS
The existence of manipulative, deceptive, synthetic content
in online discussions has already been witnessed in a wide
variety of societal topics. For instance, it has been demon-
strated that bots are exploited to promote online financial
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content [23], as well as health content [24], [25]. Other studies
showed that bots tampered with US [26], [27], Japanese [28],
SouthKorean [29], French [30], Italian [31], andGerman [32]
political elections.

In other recent work [11], it is reported the emergence
of new waves of social bots, capable of mimicking human
behavior in social media better than ever before. As social
bots evolve, online content manipulation goes undetected
even by platform administrators [33], with consequent pro-
found impact on content popularity and activity in social
media [34], [35]. Scholars and platform administrators
reacted by proposing more advanced detection techniques
based on the analysis of both individual [36] and collec-
tive [33], [37], [38] behaviors. The current research trendwith
regards to online manipulation is shifting from a focus on
individual malicious accounts (e.g., bots, trolls) to a broader
and more sophisticated model that embraces the interplay
between both automated and human-driven behaviors [39]–
[41]. However, to the best of our knowledge, the latter model
is yet to be exploited and operationalized.

III. DATASET
In this Section, we first introduce preliminary considerations
motivating the design of our snowball data collection strategy.
Then, we focus on the procedure details, andwe provide some
descriptive statistics about the obtained dataset.

A. PRELIMINARIES
Previous works about cryptocurrency manipulation [9],
[19] focused on a specific scheme (e.g., pump-and-
dump or Ponzi), aiming to outline its anatomy, assess its
efficacy, or predict its occurrence. Accordingly, they relied on
datasets specifically designed to include only data pertinent
to the cryptocurrency manipulation scheme under exam and
on a specific platform. Conversely, here we are interested in
performing a wide, horizontal exploration of the online cryp-
tocurrency ecosystem across multiple platforms. The goal is
to find manipulation patterns by looking at intra- and cross-
platform community interactions. As mentioned before,
many works [9], [19] collected cryptocurrency manipulation
data by using a snowball approach strategy, starting from a
known seed of deceptive channels. Conversely, here we opted
for a crawling snowball approach starting from generic invite
links occurring in cryptocurrency-related tweets. In this way,
we avoid any bias towards legitimate or deceptive communi-
ties.We also have the chance to (i) observe deceptive schemes
naturally emerging from the data, (ii) assess their spread
within the online multi-platform cryptocurrency ecosystem,
(iii) identify legitimate and deceptive agents (e.g., accounts,
channels), and (iv) study the interplay between them. In order
to obtain a dataset with the desired features, we designed
and implemented a crawling strategy based on a snowball
approach.We focused on the Twitter microblogging platform,
and on the two instant messaging platforms Telegram and
Discord. We decided to focus on Twitter because literature
already provided evidence of the presence of financial and

cryptocurrency-related content on such platform [23], [42].
Regarding Telegram and Discord, literature proved that their
encryption, programmability and anonymity encourage the
presence of cryptocurrency communities [9], [15]. Telegram
features two types of group chats: (i) groups –where all mem-
bers are allowed to share content by default, and (ii) channels
– where usually only administrators broadcast content to their
audience. They can be joined by means of specific invite links
(URLs), which can contain the required password in case the
group or channel is private. Discord features servers (also
referred to as guilds), in which admins can create several
channels – each one usually devoted to a specific topic – and
handle the writing privileges. Authorized users can generate
invite links (URLs) for the server, which are specific for the
user who created them. Hereafter, we use the generic term
‘‘channel’’ for Telegram groups and channels as well as for
Discord servers, and the term ‘‘invite link’’ for every type of
URL allowing users to join a channel.

TABLE 2. Counts of distinct channels, users and messages for each
considered platform.

B. DATA COLLECTION
Firstly, we leveraged the Twitter’s Streaming API2 to collect
all tweets mentioning at least one of the 3,822 cryptocur-
rency cashtags3 provided by the CryptoCompare4 public
API. This data collection covered a three months-long time
window spanning from March to May 2019, resulting in the
acquisition of more than 16M tweets. Then, we retrieved all
the invite links contained in these tweets pointing to Tele-
gram or Discord channels, and we used them as seeds for an
iterative snowball crawling strategy. In particular, this first
set of channels, pointed by those invite links, represents the
hop 0 of our crawl. By leveraging Telegram5 and Discord6

APIs, we collected the message histories of hop 0 channels.
Then, we parsed such messages looking for more invite
links; we retrieved the message histories of the related (hop
1) channels, and we continued iterating this data collection
pipeline. At hop 3, we retained only invite links pointing
to channels already found at hops 0-2, and we concluded
our crawling. In Table 2, we provide some aggregates of
the obtained dataset. As shown, our dataset includes more

2https://developer.twitter.com/en/docs
3The cashtag of a cryptocurrency is composed of a dollar sign followed by

the ticker symbol of the cryptocurrency (e.g., $BTC for Bitcoin). Similarly
to hashtags, they can be used to efficiently tag and filter tweets.

4https://min-api.cryptocompare.com/
5https://core.telegram.org/
6https://discord.com/developers/docs/reference
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FIGURE 1. Counts of active and inactive invite links to Telegram (1a, 1b) and Discord (1c, 1d) channels, retrieved at each hop of our snowball crawling
strategy. Telegram attracts much more invite links than Discord (79.2%). The large number of inactive invite links may reflect the practice of
publishing ‘‘expiring’’ invite links.

than 50M messages, published by almost 7M distinct users
across the three platforms. In particular, we highlight the
unprecedentedly large number of Telegram (3,813) and Dis-
cord (1,755) channels, that guarantees a sound coverage of
the cryptocurrency ecosystem on such platforms. Focusing
on the two instant messaging platforms, we notice that 68.5%
of the retrieved channels, 81.3% of distinct users and 69.7%
of messages belong to Telegram. In Figure 1, we depict the
count of active and inactive invite links, retrieved at each hop
of our snowball crawling strategy. Considering the combined
amount of invite links for both platforms, Telegram accounts
for 79.2% of active and 96.2% of inactive links. We highlight
that our data collection strategy is impartial with respect to the
two instant messaging platforms. Hence, our sample suggests
that Telegram is much more used than Discord within the
online cryptocurrency ecosystem, reflecting its larger share
of users in general. Finally, figures 1a, 1b show that at hop
> 1 inactive Telegram invite links largely exceed active ones,
as opposed to Discord (figures 1c, 1d). The large number of
inactive invites may reflect the practice of publishing ‘‘expir-
ing’’ links, to promote more elitist, limited access channels.

The data collection process was carried out by using
Python 3.7 as the programming language to collect public
data from Telegram and Discord through official APIs. For
collecting public tweets, we leveraged the Twitter Monitor
tool described in [43], a framework that implements and han-
dles requests to Twitter APIs. Finally, we used the distributed
search engine Elasticsearch to index and store the dataset
collected. The following analyses and code implementations
were performed by using Python 3.7 and its libraries.

As an additional contribution of our work, we publish an
anonymized, privacy-preserving version of this dataset,7 for
reproducibility purposes and to foster further research on this
important topic.

IV. THE INVITE LINK NETWORK
The diffusion of invite links plays a major role in the growth
of online platforms and communities. As an effective means
for recruiting people to channels, we expect the invite link

7http://doi.org/10.5281/zenodo.3895021

diffusion to be particularly relevant in cryptocurrency manip-
ulation schemes since their effectiveness strongly depends
on the number of participants involved. Moreover, there is a
strong interplay between the structural properties underlying
the diffusion of invites and the characteristic features of the
source and target agents involved in those processes [12].
In particular, the exchange of invites can be an excellent proxy
for homophily or common goals. Hence, we hypothesize
deceptive agents to give a major contribution to the diffu-
sion of invite links. Consequently, characterizing the invite
link diffusion can allow to spot malicious agents, track their
activities, and reveal possible interplay patterns.

We study the invite link diffusion process by building the
invite link network, which is shown in Figure 2a. It is a
directed, weighted network composed of 13,009 nodes and
62,278 edges. Nodes represent agents sharing or receiving
at least one invite link. In detail, 7,441 (57.2%) nodes are
Twitter accounts, 3,813 (29.3%) are Telegram channels and
1,755 (13.5%) are Discord channels. Edges are directed from
a source node – representing an agent who broadcasts an
invite link, to a target node – representing the channel pointed
by the invite link. Their weights account for the number of
existing invite links between the two. It is worth noticing that
Twitter nodes can only have outgoing edges since Twitter
accounts cannot receive invite links.

Figure 2a shows a node-link diagram of the network, real-
ized with the ForceAtlas algorithm. Node size is proportional
to the number of channel members or the number of followers
of a Twitter account – that is, to the size of the potential
audience of the agent. Nodes are colored according to the
corresponding platform. Edge thickness is proportional to
the weight, and their color is the same as that of the source
node. ForceAtlas determines the layout of nodes so that nodes
connected by strong links appear close to each other in the
diagram. Figure 2a shows the presence of a giant component,
including 91% of nodes and having a diameter of 19. Since
the giant component includes most of the nodes and links,
we focus the rest of our analyses on it.

The giant component includes a strongly clustered com-
munity of Discord channels, weakly connected to the rest of
the nodes and represented as an isolated (violet) ‘‘hairball’’,

113234 VOLUME 8, 2020

http://doi.org/10.5281/zenodo.3895021


L. Nizzoli et al.: Charting the Landscape of Online Cryptocurrency Manipulation

FIGURE 2. Invite link network where nodes represent Twitter accounts (blue), Telegram (green) and Discord channels (violet)
sharing or receiving at least one invite link. Edges are colored by their source node color. Figure 2a shows the presence of peculiar
network structures, such as a dense cluster of Telegram channels (bottom-left inset) and star structures (bottom-right inset). Figure 2b
highlights the role of Twitter as a bridge, while Telegram and Discord channels exchange invite links within their own platform.

located near the center of Figure 2a. Within the rest of the
giant component, there is still a clear separation between
Discord and Telegram nodes. A very dense cluster of Tele-
gram channels (green-colored) is magnified in the bottom-
left corner of the plot. This kind of structure reflects chan-
nels engaged in mutual promotion within the same platform.
Twitter nodes (blue-colored) appear as frequently arranged
in a ring surrounding a single channel – usually a Telegram
one – thus forming a star structure. An example of this
feature is magnified in the bottom-right corner of the plot.
We counted 135 of these structures having a size of at least
10 accounts, 107 of which (79.2%) are centered around a
Telegram channel. Those structures reveal multiple Twit-
ter accounts promoting a single channel (usually belonging
to Telegram). Interestingly, these preliminary observations
highlight the presence of peculiar network structures (e.g.,
dense clusters, stars), likely representative of interesting real-
world phenomena.

In order to provide a better visualization of the flow of
invite links within and across the different platforms, in Fig-
ure 2b we represent the network according to a radial node-
link diagram, applying a bundle between edges originat-
ing from the same platform. Also in this case, node size
is proportional to the number of members of a channel
(in case of Telegram and Discord) or the number of fol-
lowers of an account (in case of Twitter). Out of curios-
ity, we show the names of the biggest public channels
in terms of members and of the Twitter account with the
largest number of followers. Notably, Telegram and Dis-
cord nodes exchange invite links almost exclusively with
nodes belonging to the same platform. Focusing on the edge
counts, Discord-Discord edges (40,040) account for 64.3%

of the total, followed by Telegram-Telegram (11,098, 17.8%)
and Twitter-Telegram (8,371, 13.4%) edges. Twitter-Discord
edges (1,686) are 2.7% of the total, while Discord-Telegram
(527) and Telegram-Discord (556) edges are less than 1%.
According to this result, Discord emerges as a highly inter-
connected environment, where each channel exchanges invite
links with many others. In particular, the skewness in the
edge count distribution is mainly due to the aforementioned
community of Discord channels, that is isolated from the rest
of the network, but so strongly clustered to approximate a
clique. When also taking into account edge weights – that is
when accounting for the actual number of invite links – the
results are very different. Telegram-Telegram (186,903) links
are 60.1% of the total, whereas Discord-Discord (60,972)
ones end up in second place (19.6%). Discord-Telegram and
Telegram-Discord links are still very few (less than 1%).
Twitter exhibits a strong relationship with Telegram (57,377,
18.5%), but the amount of invites toward Discord is now
very little (less than 1%). As opposite to Discord, Telegram
channels are connected with fewer other channels but with
much stronger links. In particular, themain contribution to the
distribution skewness is due to the aforementioned cluster of
Telegram channels, actively engaged in a mutual promotion.

A. NETWORK ANALYSIS
To better understand and measure the properties of this
network, we applied standard network analysis approaches.
The weighted degree distribution of the network is well
approximated by a power-law with exponent ∼ −2.1, in the
typical range of scale-free social networks [44]. Interest-
ingly, the weighted degree distribution exhibits an anomalous
peak around degrees & 102. This peak is related to the
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hairball-shaped cluster of Discord channels, further confirm-
ing the high amount of connections between its nodes.

In order to measure randomic [45], small world [46]
and preferential attachment [47] properties of the network,
we built Erdős-Rényi, Watts-Strogatz and Barabási-Albert
synthetic networks. For all the synthetic networks, we chose
the same number of nodes and edges/degrees of the giant
component of the invite link network. In the comparison,
we disregarded direction and weight of the giant compo-
nent edges. We measured an average clustering coefficient
around 0.13, much larger with respect to the Erdős-Rényi one
(0.0007) but smaller than theWatts-Strogatz (0.55). The aver-
age shortest path length resulted equal to 6.05, longer than
Erdős-Rényi (4.45) but shorter than Watts-Strogatz (8.89).
From these results, we conclude that the invite link network
exhibits small world properties. As a consequence, the pres-
ence of the already mentioned clustered communities and
cliques is expected. Notably, this kind of networks exhibits
a certain robustness to random perturbations, meaning that
the demise of random nodes should not dramatically affect
the overall network properties. At the same time, in this kind
of network most average shortest paths pass through nodes
with high degree (hubs). As a consequence, removing hubs
can severely compromise the network properties. Finally,
we obtained a Pearson degree correlation of −0.15, signifi-
cantly lower than that of the Barabási-Albert model (−0.02).
The overall slightly disassortative behaviour of our invite link
network confirms the relevance of the previously mentioned
star structures of Twitter accounts. In fact, when disregarding
edgeweights, those structures correspond tomany nodes with
very low degree (typically equal to one) connected to a node
with very high degree, determining the overall disassortative
behaviour of the network.

Until now, we built and analyzed the network by only
considering its structural properties. The only attribute distin-
guishing nodes and edges was the corresponding social media
platform. In the next sections, we deepen our analysis of
the invite network by enriching the nodes with semantic fea-
tures, with the goal of providing explanations for its peculiar
structures.

V. INVITE LINK NETWORK ENRICHMENT: ASSESSING
THE NATURE OF TWITTER ACCOUNTS
Tracking cryptocurrency manipulation schemes within the
multiform ecosystem enclosed in our dataset requires to over-
lap layers of knowledge over the map sketched until now.
In particular, we want to characterize the Twitter nodes of
our network according to their genuineness, in order to drive
further analyses.

Besides human users, the Twitter platform is populated by
bots. These are accounts controlled by computer algorithms,
able to automatically produce content and interact with other
accounts, emulating human behaviour. Some bots perform
neutral or even useful tasks, but some others instead attempt
to manipulate and deceive genuine social media users, pur-
suing malevolent purposes [11]. Hence, in this section we

aim at measuring the contribution of Twitter social bots to
the diffusion of invite links, in order to evaluate their role in
cryptocurrency manipulation schemes.

We performed bot detection on the 7,441 Twitter accounts
broadcasting invite links. We used Botometer [36], a well-
known Twitter bot detection service, publicly-available via
REST API.8 Botometer is a supervised machine learning
classification model, combining more than a thousand fea-
tures extracted from profile metadata, friends, social network
structure, temporal activity patterns, language and sentiment.
The service takes an account ID as input and returns two
scores: one is called ‘‘universal’’, because it disregards lan-
guage and sentiment features; the other is specific for English
accounts. Since our dataset includes several non-English
accounts, we used the universal score, labeling as bots those
accounts having a score ≥ 0.5.

FIGURE 3. Invite link network highlighting deceptive Twitter accounts.
A large portion of Twitter accounts has a deceptive nature (56.3%). The
typical star structures frequently correspond to botnets promoting a
single channel. We found 69 botnets with a size of at least 10 elements.

Botometer classified 2,710 accounts as bots, resulting in a
remarkable fraction of 36.4% of the total. In addition, other
1,483 (19.9%) accounts were already suspended by Twitter,
again testifying malicious behaviors. By grouping together
bots and suspended accounts, we discover that more than
a half (56.3%) of the Twitter accounts involved in invite
link broadcasting have a deceptive nature. This remarkable
fraction of deceptive accounts largely exceeds previous esti-
mations of overall Twitter bot population, ranging from 9% to
15% [48]. Instead, it approaches the fraction of 71% of bots,
recently observed when considering most active accounts
broadcasting stock-related messages [23]. To this regard, our
finding reinforces the knowledge that social bots prolifer-
ate in those scenarios involving strong economical incen-
tives. In the remainder, we address both bots and suspended

8https://rapidapi.com/OSoMe/api/botometer
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accounts as ‘‘deceptive’’ or bots, whereas we define groups
of such accounts as ‘‘botnets’’.

In Figure 3, we highlight Twitter deceptive accounts in
the invite link network by coloring the corresponding nodes.
Clusters of deceptive accounts clearly emerge, frequently
assuming the star shape mentioned in the previous Section.
At that time, we counted 135 of them in the network, having
a size of at least 10 accounts. Now, we find 69 botnets with
the same minimum size, 56 of which (81.1%) are promoting
a single Telegram channel. Hence, those star structures can
be confidently interpreted as Twitter botnets.

VI. INVITE LINK NETWORK ENRICHMENT:
CHARACTERIZING ONLINE CRYPTOCURRENCY
DISCUSSIONS
In the previous Section, we characterized Twitter nodes
according to their genuine or deceptive nature. Now, we focus
on the content of the messages posted within Telegram and
Discord channels, and by Twitter accounts. In detail, we high-
light the main topics of discussion within each platform by
applying topic modeling. Then, we refine the granularity of
our analysis by labeling each channel/account according to its
dominant topic. Notably, a similar approach has already been
applied in [21] to online forums, with interesting results.

To perform topic modeling, we adopted a recent, state-
of-the-art algorithm known as Anchored Correlation Expla-
nation (CorEx) [49]. As opposed to generative models –
such as Latent Dirichlet Allocation (LDA) – CorEx learns
latent topics over a collection of documents without assuming
any particular data generating model. Instead, it leverages
the dependencies of words in documents through latent top-
ics, by maximizing the total correlation between groups of
words and the respective topic. This approach ensures greater
flexibility, enabling hierarchical and semi-supervised vari-
ants [49]. In particular, it features word anchoring, a semi-
supervised technique improving topic separability with min-
imum human intervention. In fact, by providing some sets of
anchor words relevant for specific topics, it is possible to push
the model to better identify and separate them.

This emerging topic modelling technique has already
proven useful for extracting relevant topics in social media
data. In particular, authors in [49] applied CorEx on tweets
related to the shooting of a Black teenager in 2014. They
managed to disambiguate the tweets in favour of the protest
and those against it. Such work demonstrated the capability
of this novel technique to extract topics able to separate mul-
tiple facets within each analyzed discussion. Along this line,
authors in [50] applied CorEx to tweets concerning eating dis-
orders. They extracted novel topics and provided insights into
factors that may foster the perpetuation of such behaviors,
thus contributing to better understand – and possibly deal –
with this serious issue.

A. UNSUPERVISED TOPIC EXTRACTION
We first applied CorEx without anchoring (i.e., in a com-
pletely unsupervised fashion), in order to discover topics

spontaneously emerging from our data. Input documents con-
sist in the textual content of each Discord/Telegram channel,
and in a concatenation of all the available tweets for each
Twitter account. To increase the accuracy of our results,
we learned separate models for each platform, in order
to account for possible differences in topics and forms
of speech. In addition, we also filtered channels/accounts
based on the prevalent language of their messages. In par-
ticular, we used the Python library polyglot [51] to esti-
mate the prevalent language, and we neglected non-English
instances. As a result, we retained 64.6% of all Telegram
channels, 89.5% of all Discord channels, and 88.8% of Twit-
ter accounts. In this way, we obtained much more accurate
results in terms of detected topics, at the cost of discarding
just a minority of all the available data. Following the recom-
mendation in [49], we experimented with several configura-
tions, by increasing the number of expected topics as long as
new topics add a significant contribution to the total correla-
tion of the model. We found that 12 is a suitable number of
topics for all the three platforms, since new topics would add
negligible contributions. Hence, we chose to keep it uniform
across the three models, for better comparability. Finally,
we ranked the obtained topics according to the fraction of the
total correlation that they explain.

For Discord, a topic related to ‘‘gaming and entertainment’’
(characterized by words like anime, memes, gamers)
explains most of the total correlation of the model, reflect-
ing the user community originally targeted by the platform.
In fourth position, we find a topic related to cryptocurren-
cies, characterized by generic words like wallet, coin,
exchange, btc. Regarding Telegram, the most important
topic learned by CorEx is characterized by words such as
referral, withdraw and bonus. By leveraging results
of previous studies [10], we are able to connect this topic
to the well-known financial scam called Ponzi scheme, pre-
viously described in the Introduction. As a further confir-
mation of our labeling, the Telegram messages belonging
to this topic share all the features outlined by the U.S.
Securities and Exchange Commission [52] as red flags for
recognizing Ponzi schemes: (i) promises of high investment
returns with little or no risk, (ii) overly consistent returns,
(iii) unregistered investments, (iv) unlicensed seller, (v) secre-
tive and/or complex investment strategies, and (vi) no mini-
mum investor qualifications. Another interesting finding is
that channels associated to this topic are characterized by
many similar messages repeatedly posted by Telegram bots,
as shown in Figure 4a. The fourth topic is characterized
by words like pump, buy, sell and resistance, that
can be easily related to pump-and-dump schemes [9], pre-
viously discussed in the Introduction. Figure 4b provides
a typical example of a chat in which organizers mobilize
participants for the upcoming pump signal. They provide
the target coin (e.g., $NAV) at the scheduled time, and
they subsequently comment the results of the operation.
In sixth, seventh and ninth positions, we find topics related
to legitimate cryptocurrency discussions. One topic includes
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TABLE 3. Topic modeling results, obtained by applying Anchored Correlation Explanation (CorEx) to Telegram and Discord channels, and Twitter users.
Two online cryptocurrency manipulation schemes emerge: Ponzi and pump-and-dump.

FIGURE 4. Chats of the cryptocurrency manipulation channels, showing the typical deception patterns outlined as red flags for
recognizing Ponzi and pump-and-dump schemes.

words related to technological aspects (blockchain,
technology, platform), the other two are oriented
to finance (trading, investment). Similarly to Dis-
cord, also Telegram has a ‘‘gaming and entertainment’’

topic, occurring in the twelfth position. Moving to Twit-
ter accounts, the first topic includes words like bullish,
market, buying, cap, and it concerns legitimate cryp-
tocurrency discussions focusing on financial speculations.
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Also the other topics extracted appear as legitimate cryp-
tocurrency discussions, focusing on different issues related
to cryptocurrencies. For example, in the third position we
find a topic addressing cryptocurrency reliability (privacy,
consensus), whereas in sixth position the focus is on
technology (app, adoption, technology). However,
no traces of cryptocurrency manipulation schemes sponta-
neously emerge from Twitter data.

B. SEMI-SUPERVISED TOPIC EXTRACTION
Since we are interested in studying manipulations within
the cryptocurrency ecosystem, we also leveraged the word
anchoring feature of CorEx to improve topic separability,
focusing on legitimate cryptocurrency, Ponzi scheme and
pump-and-dump topics. We leveraged previous findings,
obtained with the unsupervised approach, and domain knowl-
edge derived from existing literature to choose appropri-
ate anchor words. Despite Ponzi scheme and pump-and-
dump do not emerge spontaneously on Discord and Twitter,
we leveraged the capability of anchored topic modeling to
find underrepresented topics, by forcing the same anchor
words as Telegram. The results of this analysis are resumed
in Table 3, where topics are ranked according to the amount
of total correlation explained. For each topic, words are
ordered according to mutual information with the topic, and
anchors are highlighted in bold. Discord is still dominated
by the ‘‘gaming and entertainment’’ topic. Thanks to anchor-
ing, the legitimate cryptocurrency topic jumped to the sec-
ond position and improved its quality, as confirmed by the
coherence of non-anchored words. Despite anchoring, pump-
and-dump and Ponzi schemes confirmed low contribution to
correlation and poor internal coherence, showing marginal
diffusion among Discord channels. For Telegram, anchoring
increased the contribution of our topics of interest to the
model correlation. Excellent topic quality was confirmed by
the occurrence of non-anchored words with high coherence
within each topic, like dump and resistance for pump-
and-dump, or doubler and instant for Ponzi schemes.
Finally, when applied to Twitter accounts, word anchoring
induces the appearance of a dominant legitimate cryptocur-
rency topic. Moreover, a pump-and-dump topic emerges
in third position, showing a decent coherence of the non-
anchored words (alts, resistance). Instead, the Ponzi
scheme topic appears spurious, as a result of a low signifi-
cance in Twitter discussions.

C. NODE LABELING
We used the semi-supervised models to label Discord and
Telegram channels, and Twitter accounts, according to their
prevalent topic. In particular, we are interested in topics
related to legitimate or deceptive cryptocurrency discussions.
We leveraged CorEx to compute the correlation of an instance
with each possible topic. Then, we labeled each instance with
the most correlated topic. Notably, the incidental mentioning
of just a few words of a topic is not sufficient to assign that
topic as the instance label. Conversely, prevalent topics are

determined by the systematic co-occurrence of the related
words. Despite its accuracy cannot reach the one of a super-
vised classification model, our technique prevents possible
biases towards specific cryptocurrency deception schemes
that may be introduced by human annotators. In particular,
Ponzi and pump-and-dump schemes spontaneously emerged
from the data, whereas other well-known schemes (e.g., cryp-
tocurrency thefts) did not.

FIGURE 5. Heatmap of the percentage of channels/accounts per topic by
platform. Each cell is annotated with the respective count. As opposite to
Discord, Telegram shows high correlation with cryptocurrency-related
topics, together with a remarkable presence of deceptive channels.
Twitter accounts mostly debate about legitimate cryptocurrency topics,
with a minor presence of pump-and-dump.

In Figure 5, a heatmap shows the channel/account per-
centage per topic per platform, focusing on cryptocurrency-
related topics. Moreover, each cell is annotated with the
respective instance count. Consistently with topic model-
ing results, Discord has low correlation with cryptocurren-
cies, with 58 channels labeled as legitimate cryptocurrency
(3.3%), only one pump-and-dump and zero Ponzi scheme.
On the contrary, Telegram hosts 504 legitimate cryptocur-
rency (13.2%), 432 Ponzi scheme (11.3%), and 296 pump-
and-dump (7.8%) channels. Hence, the high correlation
with cryptocurrency-related topics is confirmed, together
with a remarkable presence of cryptocurrency manipulation
channels. Instead, Twitter exhibits 2,766 (37.2%) accounts
correlating with legitimate cryptocurrency, 427 (5.7%) with
pump-and-dump, and 125 (1.7%) with the spurious Ponzi
scheme topic.

In Figure 6, we color the invite link network nodes accord-
ing to the assigned topic. Uncolored nodes correspond to
non-English instances, or instances with a non-labeled (i.e.,
generic, uninteresting) topic. The isolated community of Dis-
cord channels, already mentioned in the previous Section,
is clearly dominated by the gaming and entertainment topic
(86.2% of nodes). A cluster of Ponzi scheme Telegram chan-
nels clearly emerges, which approximately corresponds to
the cluster of Telegram channels magnified in Figure 2a.
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FIGURE 6. Invite link network with nodes colored according to their
prevalent topic. It shows a dense cluster of Ponzi scheme channels
engaged in mutual promotion. Instead, pump-and-dump channels are
scattered across the network. Most of the labeled Twitter accounts are
engaged in legitimate cryptocurrency discussions. The weakly connected
Discord community is mainly engaged in game and entertainment.

Conversely, pump-and-dump and legitimate cryptocurrency
Telegram channels are scattered across the network.

Finally, we observe the presence of star structures of legit-
imate cryptocurrency or unlabeled Twitter accounts, pro-
moting Telegram channels. Conversely, we do not observe
significant patterns involving the small percentage of Twitter
pump-and-dump and Ponzi scheme accounts. We explain
this behaviour by considering the different level of expo-
sure of contents published on Twitter with respect to the
more secluded Telegram or Discord channels. In fact, Twitter
accounts promoting deceptive channels may prefer to dissim-
ulate their purposes by posting seemingly-benign messages,
to elude unwanted attention and possible interventions by
platform administrators. Hence, no clear patterns of decep-
tion emerge from Twitter account characterization by topic,
as opposed to the impressive star structures of bots emerged
from the analysis of Section V. Therefore, for the sake of
simplicity, in the remainder of our analysis we focus on the
genuineness of Twitter accounts, leaving aside their topic
characterization.

VII. UNCOVERING CRYPTOCURRENCY MANIPULATIONS
In previous sections, we sketched a map of the online cryp-
tocurrency landscape by building the invite link network.
Then, we added two semantic layers. The first one allowed
us to label Twitter nodes according to their genuine or decep-
tive nature. The second one characterized Telegram and
Discord channels according to their prevalent topic of dis-
cussion. In this way, two schemes of deception naturally
emerged: pump-and-dump and Ponzi scheme. Now that we

have charted the online landscape of cryptocurrency manip-
ulations, we leverage our map for investigating the tracks of
manipulation. Firstly, we ‘‘zoom in’’ to focus on the portions
of the original network in direct contact with the deceptive
channels. Then, we ‘‘zoom out’’ to interpret our results within
the general framework of online manipulation.

A. PONZI SCHEMES
In Figure 7a, we isolate Ponzi scheme nodes, their first
neighbors, and the related edges. We color the 432 Ponzi
scheme channels in pale blue, whereas we color the other
channels according to the platform they belong to. We dis-
tinguish Twitter accounts according to their genuine (blue-
colored) or deceptive (red-colored) nature. The scene is
dominated by Telegram and Twitter platforms (1,124 and
1,696 nodes, respectively), with only 106 Discord nodes.
We count 600 genuine and 1,096 deceptive Twitter accounts,
resulting in a fraction of deceptive accounts of 64.6%, signif-
icantly higher than the one measured for the whole network
(56.3%). There are 11 Twitter botnets with a size of at least
10 nodes, promoting a Ponzi scheme channel. They account
for 15.9% of the total, while the Ponzi scheme channels
are only 7.8% of the total amount of Discord and Telegram
channels.

Two examples of those botnets are magnified in Figure 7a,
in panels A and B. As shown, they feature the typical star
structure that we previously highlighted. In panel C, we also
highlight a dense cluster of Ponzi scheme Telegram chan-
nels, roughly corresponding to the one shown in Figure 6.
This cluster is the largest cryptocurrency manipulation hub
found in our study. It is composed of 166 Telegram nodes,
63 (39.8%) of which are Ponzi scheme channels. To under-
stand its role within the Ponzi scheme ecosystem, in Fig-
ure 8a, we represent the heatmap of the number of invites
per source node platform and target node topic. For source
nodes, we also separate genuine Twitter accounts from decep-
tive ones. Results show that Ponzi scheme channels collect
71.4% of invite links shared by Telegram source nodes in
the whole network. Moreover, in 92.3% of cases, invites
targeting Ponzi scheme channels originated from other Ponzi
scheme channels. Hence, most of the diffusion of invites to
Ponzi scheme channels was carried out, within the examined
cluster, by other Ponzi scheme channels. The engagement on
mutual promotion within the Ponzi scheme cluster is further
confirmed in Figure 8b, showing that the top-10 channels
with the highest weighted out-degree perform Ponzi schemes.

B. PUMP-AND-DUMP
In Figure 7b, we depict the neighbour network of pump-
and-dump channels. Pump-and-dump channels are colored
in yellow, whereas for other nodes, we apply the same con-
vention as before. Besides the 297 pump-and-dump nodes,
the network is composed of 1,917 Twitter, 504 Telegram,
and 52 Discord nodes. Pump-and-dump nodes are scat-
tered across the network, and it is not possible to iden-
tify any cluster of them. As a result, they do not exhibit
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FIGURE 7. Portions of the invite link network in direct contact with deceptive Ponzi scheme (7a) and pump-and-dump channels (7b). While Ponzi scheme
channels are strongly engaged in mutual promotion, pump-and-dump channels are mainly endorsed by star structured Twitter botnets.

FIGURE 8. Interplay between invite link diffusion and channel behaviour. Figure 8a shows that deceptive channels attract the most part of
invites (87.8%). Ponzi scheme channels are mainly promoted within Telegram, while pump-and-dump channels receive most of the invites
from Twitter deceptive accounts. Figure 8b confirms deceptive channels as the major hubs of invite diffusion. In fact, no legitimate
cryptocurrency channel ranks in the top-10 in/out degree nodes.

a strong engagement in mutual promotion, as opposed to
Ponzi scheme channels described in Section VII-A. Also,
in this sample, the fraction of Twitter accounts having a
deceptive nature (65.4%) significantly exceeds the one mea-
sured on the whole network. They are frequently organized
in botnets. In detail, we spot 15 botnets with a size of at
least 10 accounts, promoting a pump-and-dump channel.
They account for 21.7% of the observed botnets, result-
ing overrepresented if we consider that pump-and-dump is
only 5.3% of the total channels. To estimate the contribu-

tion of those botnets in promoting pump-and-dump chan-
nels, we again resort to the heatmap of Figure 8a. We find
out that Twitter deceptive accounts contribute to the 75.4%
of all the invite links to pump-and-dump channels. Con-
versely, 92.9% of invite links, diffused by Twitter deceptive
accounts, point to pump-and-dump channels. The effective-
ness of Twitter deceptive accounts in promoting pump-and-
dump channels is further proved by Figure 8b, showing that
five of the top-6 channels with the highest weighted in-
degree are labeled as pump-and-dump. The first three of

VOLUME 8, 2020 113241



L. Nizzoli et al.: Charting the Landscape of Online Cryptocurrency Manipulation

them are magnified in Figure 7b. They appear surrounded by
their respective botnets, responsible for the high weighted
in-degree of their target channels. The botnet in panel B
promotes the MET1.Symetra Telegram channel, resulting
in the star structure that was magnified in figures 2a and
3. This channel and its botnet represent the largest invite
diffusion hub in our study. Yet, to the best of our knowl-
edge, the existence of this pump-and-dump channel was
unknown prior to our analysis since it was never mentioned
in existing studies, nor is it reported in authoritative lists
of known pump-and-dump channels [9]. This result further
supports the soundness of our method and the impact of our
findings.

C. ZOOMING OUT TO THE GENERAL FRAMEWORK
Our exploration of the online cryptocurrency ecosystem con-
firms the concerns about the susceptibility of cryptocur-
rency markets to online manipulation, raised by authoritative
agencies [52], [53]. While Discord appears as an overall
healthy environment in our data sample, Twitter and Tele-
gram reveal a strong interplay between numerous deceptive
agents engaged in promoting scams. The choice of the invite
link diffusion as the compass orienting our route proved to
be particularly suitable for tracking online cryptocurrency
manipulations. It was motivated by two hypotheses: (i) cryp-
tocurrency manipulation stimulates the invite link diffusion
because the efficacy of deceptive schemes strongly depends
on recruiting a large number of participants, and (ii) the
exchange of invite links implies homophily and common
goals between the involved agents. The first assumption is
supported by results shown in Figure 8b, proving that legit-
imate channels collect a negligible fraction of the overall
invite links (12.2%). In contrast, cryptocurrency manipula-
tion emerges as the main trigger to invite link diffusion in
the online cryptocurrency ecosystem. The second assumption
is supported by the existence of the dense cluster of Tele-
gram Ponzi scheme channels, strongly committed in a mutual
promotion. Further confirmation comes from the finding of
several Twitter botnets, specially created to promote pump-
and-dump channels. In both cases, agents sharing similar
features, behaviors, and goals are strongly connected by the
invite link diffusion.

Our study allows estimating the extent of deceptive content
in the online cryptocurrency ecosystem that we explored.
In fact, 56.5% of the cryptocurrency-related channels in our
dataset appear to be involved in the deception. This result
is even more significant if we consider that we retrieved
channels starting from generic invite links occurring in
cryptocurrency-related tweets. Despite avoiding to bias our
data crawling by starting from a known seed of deceptive
channels, as done in other works [9], [14], we still end up
with a remarkable number of deceitful channels. Moreover,
Twitter botnets emerge as the main vehicle for spreading
pump-and-dump invites. This result enriches our knowledge
on Twitter bot activities with a new element, relating our work
with the flourishing line of research that aims to estimate how

social bots manage to condition human activities in various
ways, from contaminating the social debate [26], [54], [55]
to adulterating the economic processes [23], [56].

Notably, our findings are not merely descriptive, but they
provide actionable knowledge to counteract cryptocurrency
manipulations. Tracking the major hubs of invite diffusion is
a simple, effective way to spot malicious agents and manipu-
lation schemes, as proven by the discovery of the previously
unknown deceptive channels. Moreover, the success of these
manipulations depends on the possibility to exploit invite
link and Twitter bots. Hence, limiting the diffusion of invites
and reducing the activity of bots would severely impair the
efficacy of these frauds. In detail, in Section IV-A, we deter-
mined the small-world nature of the invite link network,
underlying its potential vulnerability to selected hub suppres-
sion. Therefore, identifying and removing deceptive hubs can
be an effective way to fragment the deceptive portions of
the network, thus impairing the recruitment of participants.
However, in Section VII-A, we observed that a significant
fraction of the Ponzi scheme channels is clustered in a near-
clique structure. Such type of very inter-connected structure
is resilient to the shut down of a few selected hubs since other
surviving edges can easily cover for the removed ones. As a
consequence, more extensive actions are required to make
it harmless. Hence, automatically detecting suspected Ponzi
scheme channels is essential to cordon the compromised por-
tion(s) of the network and correctly target the interventions.
In Section VII-B, we reported that pump-and-dump channels
are scattered throughout the network and poorly connected.
At the same time, we found that they receive most of the
invites from the star-shaped Twitter botnets. In this case,
a promising countermeasure can be leveraging state-of-the-
art bot detection tools to suspend Twitter deceptive accounts
promoting such scams. Enforcing such actions could be par-
ticularly relevant for authorities responsible for the safety
of the online financial markets, like the U.S. Securities and
Exchange Commission and the U.S. Commodity Futures
Trading Commission.

Cryptocurrencies were born to empower the dream of an
accountable, decentralized, democratic paymentmethod, pre-
serving user privacy, and subtracting the consumer habits to
the undesired scrutiny of governments and corporations [57].
In the same way, the Web was meant to realize the promise of
an ecosystem granting free speech and equal access to infor-
mation, goods, and opportunities to every human being [58].
Unfortunately, the conjunction between the potentialities of
cryptocurrencies and the Web has opened the Pandora’s
box of criminal darknet markets, wild financial specula-
tion, money laundering, criminal, and terrorist organization
financing and deceptive manipulations [59]–[61]. This work
addresses a peculiar example of those threats. Despite its
specificity, typical patterns of online deception emerged, con-
firming the pervasiveness of these nasty phenomena across
multiple aspects of online human activities. This work thus
contributes towards raising collective awareness about the
risks and the opportunities offered by cryptocurrencies to
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our society. It also stimulates further research for designing
countermeasures to the related threats.

VIII. CONCLUSIONS
Motivated by the increasing alarm raised by institutions about
cryptocurrency manipulation, we mapped the online cryp-
tocurrency ecosystem to identify, assess, and characterize
possible threats. We analyzed the diffusion of invite links
to cryptocurrency-related channels by cross-checking over
50M messages across Twitter, Telegram, and Discord plat-
forms. Results confirmed our controlling idea, based on the
hypothesis that the invite link exchange is a characteristic
pattern related to deceptive schemes, as well as a proxy for
homophily and common goals between the involved agents.
First, we observed that two cryptocurrency manipulation
schemes emerged – ‘‘pump-and-dump’’ and ‘‘Ponzi’’ – both
affecting Telegram much more than Discord. Then, we iden-
tified a dense cluster of Ponzi scheme channels, so engaged
in mutual promotion as to contribute to the 71.4% of the
overall invite link diffusion measured on Telegram. Finally,
we reported on 15 Twitter botnets that are responsible for
the 75.4% of invite links to pump-and-dump channels, thus
adding a new piece of knowledge about social bot activities.

Since institutions are evaluating the eligibility of cryp-
tocurrencies as a legal payment method, our research com-
munity must raise awareness and design countermeasures to
possible threats related to this emerging scenario. This work
provides actionable knowledge, suitable to enforce more
effective responses.

A. LIMITATIONS AND FUTURE WORK
Due to its explorative approach, this work presents some
limitations.

First, although our study takes a step forward in tracking
cryptocurrency manipulations across a wide and manifold
online ecosystem, we still rule out relevant social media –
especially forums – known to host fraudulent schemes [21].
Future work may include new platforms in order to further
extend the analysis.

Second, despite Botometer offers a simple, effective way
to detect Twitter bots by relying on individual account fea-
tures, recent studies highlighted that social bots acting in
coordination are harder to identify when inspected individ-
ually [33], [62]. Future work may extend such analysis by
employing additional bot detection techniques, that also take
into account coordinated behaviours [31], [63].

Finally, since we did not know in advance the deception
schemes affecting our dataset, attempting a manual annota-
tion according to predefined labels would introduce biases.
Consequently, we let manipulation schemes spontaneously
emerge from the data by leveraging a state-of-the-art, unsu-
pervised approach. However, a supervised model would be
more accurate in identifying the channels promoting decep-
tive actions. Hence, to overcome the accuracy limitations
imposed by an unsupervised approach, we plan to perform
a manual annotation, based on the deception schemes spon-

taneously emerged in this exploratory analysis. In this way,
we can both further improve the accuracy of our results and
provide a foundation for developing supervisedmodels, capa-
ble of automatically detecting malicious actors and decep-
tive actions. Notably, the manual annotation can also enable
more challenging, predictive tasks, targeting the occurrence
of deception schemes (e.g., a pump and dump events), as well
as the cryptocurrencies affected and their price fluctuations
on the market.
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