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ABSTRACT In recent years, convolutional neural network (CNN) algorithms promote the development
of stereo matching and make great progress, but some mismatches still occur in textureless, occluded and
reflective regions. In feature extraction and cost aggregation, CNNs will greatly improve the accuracy of
stereo matching by utilizing global context information and high-quality feature representations. In this
paper, we design a novel end-to-end stereo matching algorithm named Multi-Attention Network (MAN).
To obtain the global context information in detail at the pixel-level, we propose a Multi-Scale Attention
Module (MSAM), combining a spatial pyramid module with an attention mechanism, when we extract the
image features. In addition, we introduce a feature refinement module (FRM) and a 3D attention aggregation
module (3D AAM) during cost aggregation so that the network can extract informative features with high
representational ability and high-quality channel attention vectors. Finally, we obtain the final disparity
through bilinear interpolation and disparity regression. We evaluate our method on the Scene Flow, KITTI
2012 and KITTI 2015 stereo datasets. The experimental results show that our method achieves state-of-
the-art performance and that every component of our network is effective.

INDEX TERMS Neural network, stereo matching, multi-scale attention module, feature refinement module,
3D attention aggregation module.

I. INTRODUCTION
Binocular stereo vision simulates the operating principle of
biological vision systems. It applies two cameras to acquire
two digital images of the same three-dimensional scene from
different angles and even from a different time and space.
By using stereo matching algorithms, it can calculate the dis-
paity of two images. This technology has been widely used in
many real-world scenarios, such as automatic driving [1], [2],
3D reconstruction [3], [4], pose estimation [5], and robot
positioning and ranging [6].

Traditional stereo-matching algorithms have four primary
steps: matching cost computation, cost aggregation, dispar-
ity calculation and disparity refinement [7], [8]. Traditional
stereo matching methods are roughly divided into global
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matching [9]–[11], local matching [12], and semi-global
matching [13]. It is difficult to estimate disparity accurately
because these methods generally use artificially designed
features to describe matching cost and cost aggregation; con-
sequently, these methods can only learn a few linear combi-
nations of data features.

Over the past few years, CNN methods have achieved
unprecedented performance in many computer vision tasks,
such as detection [14]–[16] semantic segmentation [17]–[19],
image denoising [20], [21] and classification [22], [23]. Con-
volutional networks have also been used learn how to estimate
disparity. The MC-CNN scene disparity estimation method
proposed by Zbontar et al. [24] pioneered a Siamese net-
work to compute the similarity between two image patches
for stereo matching. Based on MC-CNN, Embedding-CNN
proposed by Chen et al. [25], innovatively uses a full con-
volutional network to extract features from the entire image.
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The network utilizes the dot product operation via a slid-
ing window and obtains the matching score of each pixel
within the search range of disparity. Mayer et al. created a
large synthetic dataset to train an end-to-end network called
DispNet [26] to estimate disparity; DispNet consists of a
set of convolution layers to extract features, a cost volume
formed by patch-wise correlation, an encoder-decoder struc-
ture for the second-stage process, and a classification layer
to estimate disparity. Pang et al. [27] proposed a two-stage
architecture called cascade residual learning (CRL). In the
first stage, the network introduces a nontrivial upconvo-
lution module to produce fine-grained disparities. In the
second stage, the final disparity is rectified with the resid-
ual signals by the difference between the initial disparity
and the ground-truth disparity. Khamis et al. [28] proposed
StereoNet, which is the first end-to-end deep architecture for
real-time stereo matching. The network achieves high dis-
parity precision by using a very low-resolution cost volume
that encodes all of the information. Song et al. [29] proposed
an effective multitask learning network called EdgeStereo to
improve the quality of disparity estimates. EdgeStereo con-
sists of an edge detection subnetwork and a disparity estima-
tion subnetwork; EdgeStereo utilizes geometric clues, such as
edge contours and corresponding constraints, to obtain better
generalization capability than other state-of-the-art disparity
estimation networks for stereo matching. Guo et al. [30] pro-
posed a new cost volume by group-wise correlation. Along
the channel dimension, the right features and the left features
are divided into groups and to obtain multiple matching cost
proposals, correlation maps are computed among each group.
Zhang et al. [31] proposed a deep guided aggregation network
(GA-Net) that has two novel neural net layers, aimed at
capturing the whole-image and local guide cost aggregation
dependencies respectively.

To make better use the global context information for
stereo matching, we propose a novel convolutional neural
network. The network combines a spatial pyramid module
with an attention mechanism to extract global context infor-
mation at the pixel-level and the multi-scale module com-
bines high-level feature information at four different scales
without consuming too many computing resources. In the
cost aggregation, we introduce an image feature refinement
module to enhance the representation of feature maps at
each stage. In addition, we design a 3D aggregate attention
module to obtain high-quality channel attention vectors. Due
to the fusion of high-level and low-level features information,
the network can use high-level semantic information to guide
low-level texture information and reduce the loss of infor-
mation. The aggregate attention module can also suppress
features that have lower discrimination ability. In addition,
we simplify the hourglass structure proposed by PSMNet [32]
and improve the performance of the network.

In summary, the main contributions of our work are as
follows:
• We propose a novel convolutional neural network for
stereo matching without any postprocessing.

• We present a context multi-scale attention module that
can use a channel-wise attention vector to effectively
select multi-scale information features at the pixel-level.

• We design an image feature refinement module to refine
the feature map and strengthen the representational abil-
ity of the feature map of each stage during the cost
aggregation.

• We introduce a 3D aggregation attention module, which
can use high-level information to guide low-level texture
information and identify high-quality channel attention
vector features.

• Our MAN achieves state-of-the-art performance on the
Scene Flow dataset, KITTI stereo 2012 andKITTI stereo
2015 benchmarks.

II. RELATED WORK
There are many studies on stereo matching. We learn from
methods employing convolutional neural networks. Deep-
learningmodels can learnmore robust and discriminative fea-
tures that help improve the accuracy of disparity estimation.
In this paper, we review only the works most relevant to our
own.

Brandao et al. [33] proposed a Siamese network with
deconvolution and pooling operations for similarity com-
putation in a wider receptive field. Unlike [33], who used
direct upsampling, Lu et al. [34] concatenated deconvolution
features with corresponding feature maps from the encoder
structure, which can preserve both low-level fine information
and high-level coarse information. Zhu et al. [35] designed
a deep-learning network called CFPNet, which consists of a
multiscale 2D local feature extraction module, a cross-form
spatial pyramid module and a multiscale 3D feature match-
ing and fusion module. The network utilizes the multiscale
local feature extraction module to extract multiscale features,
and the cross-form spatial pyramid module was designed to
aggregate global context information with different locations
and scales. Moreover, the network uses the multiscale 3D
feature matching and fusion module to regularize the cost
volume by using two parallel 3D deconvolution structures of
two different receptive fields. Kendall et al. [36] proposed
GC-Net, which uses 3D cost filtering and the soft argmax to
incorporate global context information. Inspired by GC-Net,
Chang and Chen [32] developed a network called PSMNet,
which uses a pyramid spatial pooling module to enrich fea-
tures with better global context and a stacked hourglass 3D
residual network to extend the global context information
for cost volume regularization. Xie et al. [37] introduced
vortex pooling, which improves upon the atrous spatial pool-
ing approach used in DeepLab. Vortex pooling uses aver-
age pooling in grids of varying dimensions before using
dilated convolutions to utilize information from the pixels.
Chabra et al. [38] proposed StereoDRNet, which uses the
feature extraction described in vortex pooling and improves
cost filtering. Rao et al. [39] proposed MSDC-Net, which
consists of two modules: a multiscale fusion 2D convolu-
tion module and multiscale residual 3D convolution module.
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FIGURE 1. Overview of our multi-attention neural network. The pipeline of our module consists of the following steps: (a) Input images. (b) Feature
extraction. (c) Cost volume. (d) Disparity estimation.

The network introduces the multiscale fusion 2D convolu-
tion module to extract cross-scale features to improve the
ability to understand context. Because the encoder-decoder
network often requires a vast amount of calculation and is
difficult to train, the network utilizes the multiscale residual
3D convolution module to learn the regional support of global
information from the cost volume.

Compared with traditional methods, convolutional neu-
ral networks have greatly improved the accuracy of stereo
matching [27]–[36]. However, there are still some techni-
cal difficulties in estimating disparity for CNNs in ill-posed
regions, such as reflective surfaces, repetitive patterns, thin
structures and textureless areas. Therefore, regional sup-
port from global context information must be incorporated
into stereo matching. Since overlooking the global context
information will lose high-frequency information that helps
generate fine details in disparity maps. Focusing on above
problems, we learn from the experience of semantic seg-
mentation research [40]–[42] and propose a stereo-matching
method based on a multi-attention neural network. Dur-
ing feature extraction, we combine a spatial pyramid pool-
ing module with an attention mechanism to design the
multi-scale attention module that replaces the operation of
the stack of convolutional layers and spatial pooling module.
The multi-scale attention module can make use of the

channel-wise attention vector to extract the global context
information at the pixel-level so that we can utilize more
valid global context information in the ill-posed regions to
estimate disparity. Simultaneously, in the cost aggregation,
we use the feature refinement module to refine the feature
map and strengthen the representational ability of featuremap
and we also design the 3D attention aggregation module to
identify the high-quality channel feature information. The
multi-attention neural network will be described in detail
below.

III. MULTI-ATTENTION NEURAL NETWORK
In this section, we will give a detailed description of our
method Multi-Attention Network (MAN). The framework of
MAN is shown in Figure 1.

A. BASIC NETWORK ARCHITECTURE
The network processes the left and right stereo images using
CNN with shared weights for feature extraction respectively.
The multi-scale attention module connects the subareas of
different scales to use the global information. The size of
an output feature maps is 1/4 the size of an original stereo
images. Exactly like the method in GC-Net [36], we concate-
nate the output feature maps along every disparity level to
form a 4D cost volume, which is then delivered to the 3D
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aggregation network for cost volume regularization. Finally,
we estimate the disparity map based on bilinear interpolation
and disparity regression [36]. In the remainder of this section,
we will discuss each component in detail.

B. FEATURE EXTRACTION
In current stereo-matching researches [32], [34], [35], [39],
the accuracy of neural network algorithms which are exploit-
ingmore global context informationwill be greatly improved.
In the original research work, the pyramid pooling mod-
ule and the ASPP module can effectively extract feature
information at different scales. However, the structure of
the pyramid module is short of the global context prior to
select the features channel-wise. Furthermore, the application
of channel-wise attention vector is not enough to extract
multi-scale features effectively. Therefore, we combine the
space pyramid pooling module with the attention mechanism
to design a multi-scale attention module (MSAM) that can
integrate different scales information step-by-step, which is
shown in Figure 1.

Specifically, the MSAM fuses features from four differ-
ent pyramid scales by a U-shaped structure. Each scale has
two consecutive convolution layers. The convolution oper-
ation of each scale is based on the previous one. Then we
connect four different scales respectively to better extract
global information. The network uses a large convolution
kernel size, which does not bring too much computational
burden because the resolution of the high-level feature map
is small. The U-shaped structure of the module increases
the network depth to improve the matching performance of
the network and fuses global context information features
more accurately. Unlike PSPNet [43] and ASPP concatenates
different pyramid scale feature maps, the input of pyramid
module passing through a 1 × 1 convolution and sigmoid
operations is multiplied by the pyramid features so that we
can use channel-wise attention vector to select the pixel-level
global information effectively.

C. COST VOLUME
Traditional stereo methods use a winner-takes-all (WTA)
approach, which chooses the disparity of the lowest distance
between two stereo feature maps. Instead, in the range of
disparity Dmax , we concatenate the left feature map fl and the
corresponding right feature map fr of each disparity d to form
a 4D cost volume [34] (height× width× disparity× feature
size), which is defined mathematically in Equation 1:

Cconcat(d, x, y) = Concat {fl(x, y), fr (x − d, y)} (1)

D. 3D AGGREGATION NETWORK
In PSMNet, a stacked hourglass structure is proposed to
better obtain context characteristics. We design a 3D aggre-
gation network, which simplifies the hourglass structure
and improves the performance of the network. Additionally,
we introduce an image feature refinement module and a 3D

attention aggregation module to obtain high-quality feature
information.

FIGURE 2. The schematic diagram of the Feature Refinement Module.

In the 3D aggregation network, the feature maps of each
stage will be processed by FRM, as illustrated in Figure 2.
The upward side is a basic residual block, which can refine
the featuremap and add to the original featuremap to enhance
the representational ability of each stage, inspired from the
architecture of ResNet [44]. In other words, the original input
without any changes is directly added to the output. Our net-
work in Figure 2 has two layers. The shortcut connections in
Equation 2 introduce neither extra parameter nor computation
complexity. Equation 2 is as follows:

H (x) = F(x)+ x (2)

where x and H (x) are the input and output vectors respec-
tively of the layers. The function F(x) represents the residual
mapping to be learned.

FIGURE 3. The 3D Attention Aggregation Module structure.

We introduce the 3D AAM to change the weights of the
features at each stage and obtain a high-quality channel atten-
tion vector. The 3D AAM structure is shown in Figure 3.
In our network architecture, the convolution operator outputs
a probability distribution map, which gives the probability of
each disparity at each pixel. The final score on the probability
distribution map is summed over all channels of the features
maps in Equation 3.

sc = F(y; k) =
H∑

i=1,j=1

ki,jyi,j (3)
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FIGURE 4. KITTI 2015 test data qualitative results. From left: left stereo input image, our disparity prediction, error map.

in which y is the output feature of the network. k represents
the convolution kernel, and c ∈ {1, 2, . . . ,C}. C is the
number of channels. H is the set of pixel positions. Finally,
we use the softmax function to obtain the probability of the
disparity d :

δi (sc) =
exp (sc)∑C
j=1 exp

(
sj
) (4)

where δ is the disparity prediction probability and s is the
output of the network.

As shown in Equations 3 and 4, the final output is the
highest probability pixel offset. If the prediction result of a
certain pixel is s0, but its true label is s1, thenwe can introduce
a parameter β to change the highest probability value from s0
to s1, as Equation 5 shows.

s̄ = βs =

 β1...
βC

 ·
 s1
...

sC

 =
 β1k1

...

βCkC

×
 y1
...

yC

 (5)

where s̄ is the new prediction of network and β = sigmoid
(y; k).
In Equation 3, it shows that the weights of different chan-

nels are equal. However, the features in different stages have
different degrees of discrimination, thereby resulting in an
inconsistent prediction. We should inhibit the indiscrimina-
tive features and extract the discriminative features to obtain
more valid image features matching for disparity estimation.
In Equation 5, the β value applies on the feature maps y,
which represents the feature selection with the 3D attention
aggregation module. Therefore, we can make our network
to obtain discriminative features to obtain the prediction that
calculate a high precision disparity estimation.

In detail, the size of high-level features based on deconvo-
lution is the same as the size of low-level features; thus we

can concatenate these features to better use the high-level
semantic information and the low-level texture information.
Simultaneously, the operation of a continuous 1 × 1 convo-
lution can adjust the number of feature channels to extract
high-quality channel attention vectors. These vectors can
guide the selection of the low-level features. To reduce the
loss of information, the deconvolved high-level features are
added to the guided low-level features, which can obtain the
final output features. In the next section, we will verify the
modules via experiments.

E. DISPARITY REGRESSION AND LOSS FUNCTION
We introduce the disparity regression proposed in [36] to
predict the disparity map. The output feature map size is
(H ,W ,D+ 1) andD represents the maximum disparity. With
the softmax operation σ (·), we can calculate the probability
of each disparity d from the predicted cost Cd . Additionally,
we use the sum of each disparity d probability weighted to
calculate the predicted disparity. The disparity regression is
defined as follows:

soft argmin =
D∑
d=0

d × σ (−Cd ) (6)

We train our module using ground truth depth data from a
random initialization. Because the ground truth value labels
may be sparse, we average the loss over the labeled pixels N .
We adopt the Smooth L1 loss to train our method MAN
because of its robustness and low sensitivity to outliers.
Therefore, we set the loss function as follows:

L(d, d̂) =
1
N

N∑
i=1

smoothL1
(
di − d̂i

)
(7)
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FIGURE 5. Results of our model and PSMNet on Sceneflow test dataset.

in which

smoothL1 (x) =

{
0.5x2, if |x| < 1
|x| − 0.5, otherwise

(8)

where d is the ground-truth disparity, d̂ is the predicted
disparity, and N is the total number of all labeled pixels.

IV. EXPERIMENTS AND DISCUSSION
We visualize the disparity maps generated byMAN and com-
pare our method with others on Scene Flow [26], the KITTI
stereo 2015 [45] and KITTI sterso 2012 [2] datasets. In addi-
tion, we will conduct multiple comparative experiments for
the modules we proposed. In this section, we will present the
experimental datasets, details, and results.

A. DATASETS AND EVALUATION METRIC
In this work, we use three public datasets to train and test our
network.

1) SCENE FLOW
This is a synthetic stereo dataset that has 35454 training
stereo image pairs and 4370 testing stereo image pairs. The
image dimensions are H = 540 and W = 960. The dataset
provides an elaborate and dense ground-truth disparity map.
If a disparity is larger than the limits set in the experiment,
we will abandon the pixels that have large disparities in the
loss computation. For the Scene Flow dataset, we evaluate our
network with the metric End-Point-Error (EPE), which is the
average disparity error in pixels. We can also define the EPE
as the average disparity error between the predicted disparity
and the ground-truth disparity. The mathematical formula is

designed as follows:

EPE(y, ŷ) =
1
NM

N∑
j=1

M∑
i=1

∣∣yi − ŷi∣∣ (9)

where N is the number of the stereo image pairs for calculat-
ing end-point-error,M is the the number of pixels in the stereo
image, yi represents the disparity value of the i-th pixel in the
predicted disparity map, and ŷi represents the disparity value
of the i-th pixel in the ground-truth disparity map.

2) KITTI 2015
this is a real-word dataset from the perspective of a car
with dynamic views, including urban, country and highway.
It contains 200 training stereo pairs with sparse ground-truth
disparities obtained by LiDAR and another 200 testing
stereo pairs without ground-truth disparities. Both the stereo
image pairs and ground-truth disparity have a size of
(376 x 1280 pixels). To make the network have better perfor-
mance, we will use all of the training data as a training set.
For the KITTI 2015 dataset, we evaluate our network with
the metrics: the percentage of disparity prediction outlier D1
(we consider a pixel to be correctly estimated if the disparity
or flow end-point error is< 3 px or< 5%) in the background
(D1-bg), foreground (D1-fg) and all of the pixels (D1-all).
The mathematical formula is designed as follows:

PE(y, ŷ) =
1
NM

N∑
j=1

M∑
i=1

{
1, if

∣∣yi − ŷi∣∣ ≥ t
0, if

∣∣yi − ŷi∣∣ < t
(10)

where PE is the pixel error rate, which refers to the proportion
of pixels whose endpoint error exceed the threshold t , N is
the number of the stereo image pairs for calculating end-
point-error, M is the number of pixels in the stereo image,
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FIGURE 6. Comparison with other methods on the KITTI 2015 test dataset. The left panel shows the left input image of stereo image pair. For each input
image, the disparity obtained by (a) MAN, (b) PSMNet, (c) GC-Net, is illustrated above the corresponding error maps.

yi represents the disparity value of the i-th pixel in the pre-
dicted disparity map, and ŷi represents the disparity value
of the i-th pixel in the ground-truth disparity map; when the
threshold t is 1, 2, 3, and 5, the corresponding error rates are
1 pixel error rate (1PE), 2 pixel error rate (2PE), 3 pixel error
rate (3PE) and 5 pixel error rate (5PE) respectively.

3) KITTI 2012
this is a real-word dataset from the perspective of a car
with dynamic views, including urban, country and highway.
It contains 194 training stereo pairs with sparse ground-truth
disparities obtained by LiDAR and another 195 testing stereo
pairs without ground-truth disparities. Both the stereo image
pairs and ground-truth disparity have a size of (376 x
1280 pixels). To improve the performance of the network,
we will set all of the training data as the training set. For
the KITTI 2012 dataset, we use the percentage of bad pixels
whose disparity errors are greater than a threshold (> tpx);
this percentage is denoted as t-pixel error.

B. EXPERIMENTAL DETAILS
Our module is implemented based on Pytorch. The model is
optimized using the Adam method [48] with β1 = 0.9 and
β2 = 0.999. We train our method with a batch size of 8 and
images are randomly cropped from the input images to size
H = 256 and W = 512. The maximum disparity size of the
cropped images is 192. Our training is divided into two stages.
In the first training stage, we fuse the Scene Flow dataset to
pretrain the module. The initial learning rate is set to 0.0005.
We also set the momentum to 0.9 and weight decay to 0.0001.
We run SGD for 70K iterations in total; this operation takes
59 hours on four NVIDIA 1080 Ti Graphics Processing Units
(GPUs).

In the second stage, we use the KITTI stereo 2015 dataset
and the KITTI stereo 2012 dataset to fine-tune the module
pretrained on Scene Flow. We set the maximum iteration to

25K (1000 epochs). The learning rate of the fine-tuning is
set to 0.001 for the first 5K iterations, and reduced by 10−4

every 100 epochs. In the last 200 epochs, we train the module
with a learning rate of 10−4. The fine-tuning process takes
approximately 17 hours and can obtain the final module.

To prove the effectiveness of the modules we proposed
in this paper, we use the same data augmentation strategy
as PSMNet, such as chromatic transformations (brightness,
contrast and color) and spatial transformations (translation,
rotation and scaling cropping).

C. EXPERIMENTAL RESULTS
1) KITTI 2015 BENCHMARK RESULTS
Since the ground truth disparity of the 200 testing images
were not given, we calculated the disparity maps for the
200 testing images in the KITTI 2015 dataset and submitted
the results to the KITTI evaluation server for the performance
evaluation. Some disparity maps of the Multi-Attention Net-
work on the KITTI 2015 test set are shown in Figure 4.
We also compare ourmethodwith iResNet [46], GC-Net [36],
DispNetC [26], CRL [27], MC-CNN-acrt [24], PSMNet [32],
CFPNet [35] and SegStereo [47]. The comparison results are
shown in Table 1. The results show, for all 200 test images,
the percentage of pixels with a disparity error greater than
three pixels or 5%. The qualifier ‘bg’ refers to background
pixels that contain static elements, ‘fg’ refers to dynamic
object pixels, and ‘all’ refers to all pixels (fg+ bg). We ana-
lyze the source of errors in other methods, and we find that
most of the incorrect estimates are for regions with low
texture quality, occlusions and reflections. The Table 1 shows
that our method is effective, and our method outperforms
the PSMNet algorithm and other methods in all performance
evaluation indicators except speed. The all error rate is
2.10 on the KITTI stereo 2015 test datasets. Compared to that
of PSMNet, it reductes 0.22.
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TABLE 1. KITTI 2015 test set results. The online leaderboard ranks all methods according to the D1-all error of ‘‘All Pixels’’. The qualifier ‘bg’ refers to
background pixels that contain static elements, ‘fg’ refers to dynamic object pixels, and ‘all ’ refers to all pixels (fg + bg).

TABLE 2. Performance comparison of our proposed network with different settings. S, M and L represent different convulution kernel size. We computed
the end-point-error and pixel percentages with errors larger than 1 pixel, 2 pixels and 3 pixels on the Scene Flow test set.

FIGURE 7. The qualitative comparison of the ablation experiments on the Scene Flow test dataset. Compared with the yellow boxes, the end-point-error
rate gradually decreases, which can prove that our proposed modules are effective.

The left images in Figure 4 and Figure 6 are from theKITTI
stereo 2015 test set, and the corresponding disparity maps and
error maps are from the results submitted on the KITTI stereo
2015 benchmark. Our method can obtain more accurate dis-
parity estimating by comparing the corresponding errormaps,
particularly in regions of car windows, as indicated blow the
yellow arrows in Figure 6.

2) ABLATION EXPERIMENTS ON SCENE FLOW DATASETS
In this subsection, we analyze the effectiveness of each
module of our network in details. We perform the ablation

experiments on Scene Flow test datasets with the same
configuration of the experimental environment. The rele-
vant experimental results are shown in Table 2. In addi-
tion, we visualize some results of each ablation experiment
and compare the corresponding disparity maps by the yel-
low boxes in Figure 7. The end-point-error rate gradually
decreases, which can prove that our proposed modules are
effective. Figure 5 illustrates some examples of the dispar-
ity maps estimated by the proposed PSMNet and ours. Our
method obtains more robust results than PSMNet, as indi-
cated by the yellow boxes in Figure 5.
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TABLE 3. Performance comparison of our proposed network with
different methods on KITTI 2012 datasets. We computed the pixel
percentages with errors larger than 2, 3 and 5 pixels on KITTI 2012 test
sets.

TABLE 4. Results on the KITTI 2015 testing dataset with different weight
values(β1, β2, β3) for Loss 1, Loss 2, and Loss 3.

TABLE 5. Ablation experiments on the KITTI 2015 test datasets.
We compute the percentages with errors larger than 3 pixels on the KITTI
2015 test sets.

FIGURE 8. Ablation experiments on the KITTI 2015 test datasets. The blue
histogram represents the three pixel error of basic network. The orange
histogram, gray histogram, and red histogram are the results of the
modules we proposed gradually added to the basic network. The three
pixels error rate gradually decreases, which can prove that our proposed
modules are effective.

Ablation for the multi-scale attention module: to make full
use of the global context information, the encoder-decoder
architecture uses stacked deconvolutional layers to recover
the high-resolution prediction in the unary feature extrac-
tion, thereby creating too many parameters. In contrast,

we combine the pyramid module with the attention mecha-
nism to design a multi-scale attention module to effectively
extract channel-wise information features at the pixel-level.
Our experiments provide three specifications for multi-scale
attention modules S(7-7-5-5-3-3-1-1), M(15-15-11-11-7-7-
3-3) and L(21-21-15-15-9-9-3-3). The experimental results
are shown in Table 2. When the size of the convolution kernel
is too large, the receptive field will also increase, while this
will lose a lot of texture details. When we use the convolution
kernel size of the S specification, the neural network has
the smaller end-point-error rate in the Scene Flow test set.
The multi-scale attention module can increase the depth of
the network and improve the matching performance of the
network. The end-point-error on Scene Flow is reduced from
1.039 to 0.924. The experiments prove that the MSAM can
obtain more valid global information to estimate disparity.

Ablation for feature refinement module: in the cost aggre-
gation, we design a feature refinement module to enhance the
representational ability of features in each stage. We perform
the ablation experiment on the Scene Flow test dataset. The
results of this ablation experiment are shown in Table 2.When
the neural network introduces the feature refinement module,
the end-point-error on Scene Flow is significantly reduced
from 0.924 to 0.849. The experiments show that the feature
refinement module we designed is effective.

Ablation for 3D attention aggregation module: we also
introduce a 3D attention aggregation module to learn the
high-level semantic information and low-level texture infor-
mation. The features in different stages have different degrees
of discrimination. We should extract the discriminative fea-
tures and inhibit the indiscriminative features to obtain more
valid image features matching for disparity estimation. The
experimental results show that, when the network adopts
the 3D attention aggregation module, the end-point-error is
reduced by 0.017 on the Scene Flow test set.

3) KITTI 2012 BENCHMARK RESULTS
Similarly, we evaluate the Multi Attention Network on the
KITTI 2012 stereo dataset and submit the testing results to
the KITTI 2012 online leaderboard for the evaluation result.
Figure 9 shows some qualitative results of our method on the
KITTI 2012 benchmark. The performance of the proposed
MNA, along with those competing methods, is presented
in Table 3. Figure 10 illustrates some examples of the dis-
parity maps together with the corresponding error maps esti-
mated by the proposedMAN, PSMNet [32] and GC-Net [36].
Among these three methods, the Multi-Attention Network
effectively yields precise estimations, as indicated by the
black boxes in Figure 10.

4) ABLATION EXPERIMENT FOR LOSS WEIGHT
The 3D aggregation network also has three outputs for train-
ing. We divide the KITTI 2015 training data into a validation
set (20%) and a training set (80%) and use the model trained
with Scene Flow data to fine-tune on the KITTI training set
for 300 epochs. We use the average end-point-error of the last
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FIGURE 9. KITTI 2012 test data qualitative results. From the left: left stereo input image, our disparity prediction, error map.

TABLE 6. Ablation experiments on the KITTI 2012 test datasets.

FIGURE 10. Results of disparity estimation for KITTI 2012 test sets. The left panel shows the left input image of the stereo image pair. For each
input image, the disparity obtained by (a) Ours, (b) PSMNet [32], and (c) GC-Net [36], is illustrated above its error map. From the block boxes,
we find that our method can achieve higher-precision matching compared with other methods.

100 epochs on the validation dataset as the evaluation index.
The experimental results which applies various combinations
of loss weights are shown in Table 4. When the weights of
Loss 1, Loss 2 and Loss 3 are set as 0.5, 0.7 and 1.0, respec-
tively, the network achieves the best performance, which is a
6.21% end-point-error on the KITTI 2015 validation dataset.

5) ABLATION EXPERIMENTS ON KITTI DATASETS
Furthermore, we perform the ablation experiments on the
KITTI 2015 and KITTI 2012 training set to prove the

effectiveness of our modules respectively. We set all the
KITTI training set as a training set. Each ablation experiment
finetunes 1000 epochs. We submit the results to the KITTI
evaluation server for the performance evaluation. According
to the online leader board, the corresponding results are
shown in Table 5 and Table 6.

V. CONCLUSION
In this work, we propose a new efficient network (the Multi-
Attention Network) for disparity matching. In the unary
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feature extraction stage, we combine the spatial pyramid
module with the attention mechanism to design the multi-
scale attention module, which can obtain rich global context
information. The multi-scale attention module has a good
robustness and generalization ability; therefore, this module
is also suitable for other computer vision tasks. In the cost
aggregation, we introduce the feature refinement module,
which can enhance the image feature representational abil-
ity of each stage. Additionally, to identify the high-quality
channel attention vector, we design a 3D attention aggrega-
tion module which uses high-level semantic information to
guide the low-level texture information, and then we combine
them to reduce the loss both of high-level information and
low-level information.We also simplify the stacked hourglass
architecture and improve the performance of the neural net-
work. The experiments demonstrate that our proposed mod-
ules are helpful for stereo matching. Our network achieves
state-of-the-art performance on the Scene Flow, KITTI stereo
2015 and KITTI stereo 2012 benchmarks without any addi-
tional postprocessing or regularization.

In future work, we will learn how to combine edge detec-
tion algorithms and stereo-matching algorithms into a new
multitask neural network that utilizes the edge information
generated by the edge detection subnetwork to better guide
and assist the stereo matching algorithm to obtain more
precise disparity maps.
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